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Abstract. An adaptive denoising method based on 2D empirical mode decomposition (EMD) is proposed to improve the infrared image quality of inspection UNMANNED aerial vehicles (UAVs) and provide guarantee for improving the inspection level of distribution network. Through rapid adaptive two-dimensional empirical mode decomposition algorithm decomposition of a UAV collected for distribution network inspection original noise of infrared image, get more than the IMF component and the residual amount, a forecast noise dominated the IMF component parameters such as threshold value and the variance of noise, using the estimated parameters in combination with the optimal linear interpolation algorithm of noise threshold function of leading the IMF component implementation of threshold denoising. After the denoised IMF component is obtained, the denoised infrared image is obtained after reconstruction with the signal-dominated IMF component, and the adaptive denoising of the infrared image of the distribution network inspection UAV is realized. The experimental results show that the method in this paper can maintain the details of the image, improve the definition, significantly improve the visual effect, the overall denoising performance is stable and feasible, and ensure the quality inspection UAV to collect infrared images.
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1. Introduction

In the process of distribution network expansion, distribution network equipment and lines gradually increase. At the same time, the inspection workload of distribution network is also increasing gradually. In addition, due to the remote mountainous terrain and bad weather environment and other factors, leading to manual inspection needs a large number of human support. And the patrol work efficiency low risk is high, if not timely patrol inspection to distribution network equipment and line fault. Will affect the smooth and safe operation of the distribution network, and even bring major safety accidents [1, 2]. In order to solve the above problems, each distribution network will be applied to the UAV distribution network equipment and line inspection work. Through reasonable application of UAV and artificial intelligence, the problems of heavy workload and low efficiency can be solved effectively. And can effectively reduce the risk of manual inspection. At the same time will effectively reduce the incidence of distribution network accidents [3]. In the inspection process of UAV, the noise of the infrared image of the equipment and line is easy to exist, which affects the visual presentation of the image.

In order to ensure the tracking quality of UAV, it is necessary to select appropriate methods to remove the noise in the infrared image of UAV and improve the quality of infrared image [4].

Two-dimensional empirical mode decomposition (BEMD) is an adaptive image decomposition algorithm, which can decompose the image into multiple sub-images and one residual term. The sub-images are arranged in order from high frequency to low frequency.
Usually, the noise is in the high-frequency sub-images [5, 6]. This algorithm is widely used in image fusion, denoising and analysis for its good decomposition effect. Fast adaptive bidimensional empirical mode decomposition (FABEMD) algorithm is implemented on the basis of BEMD algorithm [7], which can effectively improve the efficiency and complexity of BEMD algorithm. Based on the traditional image fusion algorithm, the color space IHS transform and lifting wavelet transform are combined according to the characteristics of UAV imaging equipment [8]. This algorithm not only keeps the brightness information of infrared target, but also has good robustness. A method of automatic detection of hot spots based on deep learning is proposed, which locates hot spots through data expansion. Models based on deep learning can extract hot features through training processes in data sets [9]. The numerical results of the algorithm prove the accuracy and accuracy of the model.

Based on the above analysis, an adaptive infrared image denoising method for UAV based on 2D empirical mode decomposition is studied in this paper. By combining the FABEMD algorithm with the optimal linear interpolation threshold function algorithm, the adaptive denoising of UAV infrared image is realized. On the premise of preserving the detail features of the original infrared image, the clarity of the infrared image is improved significantly. To ensure the quality of patrol work, safe and stable operation of distribution network to provide scientific support.

2. Adaptive denoising of infrared image of UAV for distribution network inspection

2.1. Fast adaptive two-dimensional empirical mode decomposition algorithm

Fast adaptive 2D empirical mode decomposition (FABEMD) is obtained based on 2D empirical mode decomposition. It improves the computational complexity and efficiency of 2D empirical mode decomposition, and realizes accurate and fast decomposition of infrared images with different resolutions and sizes. The noisy infrared image is decomposed into several IMF components by FABEMD algorithm. The components are arranged from high frequency to low frequency, and the components are nearly orthogonal. At the same time, the trend of infrared image is presented by residual quantity [10]. Assume that the source infrared image acquired by the UAV in the distribution network is represented by \( G(x, y) \), in which \( x = 1, 2, \ldots, A \), \( y = 1, 2, \ldots, B \). \( A \) represents the number of rows of the infrared image, and \( B \) represents the number of columns of the infrared image. The FABEMD algorithm process is:

The residue after FABEMD is set to \( H(x, y) \). The input data is expressed as \( R_{l-1}(x, y) \). Order:

\[
R_{l-1}(x, y) = H_{l-1}(x, y).
\]  

In Eq. (1), the number of decomposition layers of an infrared image is expressed as \( i \). The number of times to enter data is expressed in \( l \). The trend infrared image decomposed by \( l \) layer is represented by \( H_l \). If the number of times you enter data is 1, \( R_0(x, y) = H_{l-1}(x, y) \), perform the filter.

The morphological method is used to perform operations on the local extreme points of the source infrared image \( G(x, y) = R_{l-1}(x, y) \), and the local minimum and maximum point sets are obtained.

After the plane interpolation of the two point sets is implemented sequentially, the upper envelope surface of the infrared image is represented by \( F_{up}(x, y) \), the lower envelope surface is represented by \( F_{down}(x, y) \), and the envelope mean of the infrared image is calculated based on the two envelope surfaces, which is expressed as:

\[
F_{mean}(x, y) = \frac{[F_{up}(x, y) + F_{down}(x, y)]}{2}.
\]  

By subtracting the infrared image envelope mean \( F_{mean}(x, y) \) from the input data \( R_{l-1}(x, y) \),
the remaining amount of data is obtained, namely:

\[ R_l(x, y) = R_{l-1}(x, y) - F_{\text{mean}}(x, y). \]  

(3)

In Eq. (3), the remaining amount of data is represented by \( R_l(x, y) \). The discriminating on whether the remaining data quantity \( R_l(x, y) \) belongs to the IMF is based on the criterion that if the infrared image envelope mean \( F_{\text{mean}}(x, y) \) is less than the set threshold \( \xi \), then the \( i \)th two-dimensional IMF is the remaining data quantity, that is, \( C_i(x, y) = R_l(x, y) \), and vice versa, make \( l = l + 1 \) and jump to step (1).

The above screening steps can reach the termination condition \( U < 0.2 \) to perform the verdict, if this condition cannot be reached, you can jump to step (1), otherwise terminate the filter. The formula for the termination condition \( U \) is:

\[ U = \sum_{j} \sum_{i} \frac{|R_{l-1}(x, y) - R_l(x, y)|^2}{R_{l-1}^2(x, y)}. \]  

(4)

The remainder \( H_i = H_{i-1} - C_i \) is solved, and if the number of IMFs obtained by decomposition I does not meet the requirements, it jumps to step (2) so that \( i = i + 1 \).

If \( H_{i-1}(x, y) \) has completed the decomposition of the number of layers or monotonic, then the FABEMD algorithm can be terminated. The obtained two-dimensional decomposition formula is:

\[ G(x, y) = \sum_{i=1}^{m} C_i(x, y) + H_m(x, y). \]  

(5)

In Eq. (5), the number of two-dimensional decomposition layers is expressed in \( m \).

2.2. Noise parameter estimation

2.2.1. Bayesian-based noise figure prediction

After the FABEMD algorithm decomposes the infrared image of the UAV source of the distribution network inspection, the coefficient of the noise-dominant sub-band can be estimated by using Bayesian maximum posterior to achieve the purpose of denoising [11]. Let the infrared image after adding Gaussian noise be represented by \( D \), and its expression is:

\[ D = G + S. \]  

(6)

In Eq. (6), Gaussian noise is denoted by \( S \); Source infrared images without Gaussian noise are represented by \( G \). After decomposition by FABEMD algorithm, the obtained decomposition coefficients can be expressed as:

\[ d = g + s. \]  

(7)

After the decomposition of the low frequency sub-band in the image information more, and the high frequency band in the noise is more, through Bayesian estimation \( G \) to achieve the purpose of denoising, that is, based on the known coefficient \( d \), the implementation of \( g \) estimate, so that the maximum posterior probability value to reach the highest, that is:

\[ \hat{g}(d) = \arg\max_{g} \{ e_{gl}(g|d) \} = \arg\max_{g} \{ e_{s}(d - g) \times e_{g}(g) \}. \]  

(8)

In Eq. (8), the probability distribution of noise is expressed as \( e_{s}() \); The noise-free prior
distribution is represented by $e_g (g)$. Because noise follows a Gaussian distribution with a variance of $\phi^2$ and a mean of 0, therefore:

$$e_s(s) = \frac{1}{\sqrt{2\pi\phi_s}} \exp\left(-\frac{s^2}{2\phi_s^2}\right).$$  \hfill (9)

Drawing into Eq. (9) within Eq. (8), taking the logarithm of the independent variable, then Eq. (8) can be expressed as:

$$\hat{g}(d) = \arg\max_g \left[-\frac{(d - g)^2}{2\phi_s^2} + \zeta(g)\right].$$ \hfill (10)

In Eq. (10), $\zeta(g) = \ln e_g(g)$. Calculating the first derivative of the equation yields:

$$-\frac{d - g}{\phi_s^2} + \zeta'(g) = 0. \hfill (11)$$

Because $\zeta(g)$ is singular and not persistent around the zero point, the estimated results at this point are not accurate enough. To this end, the new estimation method designed on this basis is:

$$\hat{g}(d) = \text{sign}(d) \times \max(|d| - \phi_s^2 O, 0).$$ \hfill (12)

The $O$ in Eq. (12) may be expressed as:

$$O = \left|\frac{2d}{\phi^2 + d^2} + \frac{\beta d}{\sqrt{\phi^2 + d^2}} \times \frac{K_0[\beta \sqrt{\phi^2 + d^2}]}{K_1[\beta \sqrt{\phi^2 + d^2}]}\right|. \hfill (13)$$

In Eq. (13), the scale parameters are represented by $\phi$; The second type of modified Bezier function is represented by $K$; The eigenfactors that control the rate of decay of the distribution are expressed in $\beta$, and the lower this value indicates that the decay rate is slower, and the smearing phenomenon is more severe.

### 2.2.2. Noise threshold and variance estimation

One common type of treatment method in image denoising problems is threshold technology, including hard threshold and soft threshold. The processing effect of the hard threshold is not as good as the soft threshold, and the effect of the soft threshold for the large factor is not ideal. To this end, the optimal linear interpolation threshold function is selected to implement the processing of coefficients [12], that is, the optimal linear interpolation between the coefficients and their relative sub-band averages is used to achieve the adjustment of the coefficients, that is:

$$\phi_y^{opt} = \begin{cases} 0, & |d| \leq \gamma, \\ d - \theta(d - \rho), & |d| > \gamma. \end{cases} \hfill (14)$$

In Eq. (14), the size of the threshold is expressed in $\gamma$, and $\gamma = \phi_s^2 O$ can be derived according to Eq. (12) and Eq. (13); The mean value of the sub-band decomposition coefficient is expressed as $\rho$; The formula for $\theta$ is:

$$\theta = \frac{\phi_s^2}{\phi_g^2 + \phi_s^2} \approx \frac{\phi_s^2}{\phi_d^2}. \hfill (15)$$
In Eq. (15), the variance of the pure noise figure is expressed as $A$. The pure noise variance of each IMF can be estimated using the Monte Carlo method [13, 14] as follows:

(1) Quadrature wavelet transforms the noisy infrared image, and estimates the standard deviation of the noise by the robust median estimation method, that is:

$$\hat{\phi}_s = \frac{\text{median}(|Q|)}{0.6745}. \tag{16}$$

In Eq. (16), the first diagonal wavelet band after the wavelet transform is represented by $Q$; the standard deviation of the noise is expressed as $\hat{\phi}_s$.

(2) A pure noise infrared image is generated, the variance of the infrared image is $\phi_0^2$, the mean is 0, and the size of the homologous infrared image coincides

(3) After decomposing the pure noise infrared image by FABEMD, the pure noise figure variance dominated by each noise is obtained, which is represented by $\phi_0^2(k)$.

(4) After performing the two steps (2) and (3) several times, the mean of the results of several executions is calculated, which is the pure noise figure variance obtained.

In the process of infrared image denoising, if the variance of the noisy infrared image is unknown, the variance of the infrared image can be estimated first, and on this basis, the variance of the coefficient after pure noise decomposition is calculated; Conversely, step (1) can be omitted and the operation is directly performed on the variance of each IMF after pure noise decomposition.

2.3. Infrared image denoising based on FABEMD

The denoising process of FABEMD-based infrared images is:

1) Decompose the noisy infrared image by FABEMD algorithm to obtain several IMF components and residual amounts;

2) The parameters $\rho$, $\theta$, $\phi_0^2$, and threshold $\gamma$ with noise as the dominant component in each IMF component obtained by operation;

3) The application of Eq. (14) implements threshold denoising, reconstructs the various components dominated by signal and noise after denoising, acquires the denoising infrared image, and realizes the adaptive denoising of the infrared image of the UAV in the distribution network.

3. Applied results analysis

Four infrared images (A−D) were selected as experimental images from the infrared images collected by a distribution network company's inspection UAV, of which the noise of infrared images A and B is more serious, and the noise of the two infrared images of C and D is relatively small, and the outline is relatively clear. Four original experimental infrared images are shown in Fig. 1.
In order to test the practical application effect of the proposed method, the standard deviation...
of 23 and the mean of the Gaussian noise of the infrared image C and D with relatively high clarity are added sequentially, and the original infrared images A and B and the infrared images C and D after the addition of Gaussian noise are denoised, respectively. The infrared image C and D renderings after adding Gaussian noise are shown in Fig. 2.

The methods of literature [6] and literature [7] are used to compare with the methods of this paper, and the effect of the four infrared images after denoising by different methods is shown in Fig. 3-5.
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Fig. 4. Four infrared images are presented after denoising by Literature [6] method

It can be seen from Figs. 3-5 that the details of the four images processed by this method are clear, while the details of the four images processed by literature [6] and literature [7] are relatively vague. It can be seen from the comparison that the method proposed in this paper can effectively remove the original noise of the infrared image and the Gaussian noise added later, improve the definition of the image, improve the visual presentation effect of the original infrared image, completely retain the details of the image, and improve the overall quality of the infrared image. It shows that the image detail processed by this method is the best and the denoising effect is the best.

In order to further test the feasibility of this method, three objective evaluation indicators of peak signal-to-noise ratio, structural similarity index and mean squared deviation of the image are selected to objectively evaluate the denoising effect of this method. Among them, the peak signal-to-noise ratio is expressed as PS, the structural similarity index is expressed as SS, the mean squared difference is expressed in MS, and the operation formula of the peak signal-to-noise ratio PS and the mean squared MS is:

\[
PS = 10 \log \frac{255^2}{MS},
\]

\[
MS = \frac{\sum_{i=1}^{A} \sum_{j=1}^{B} [f(i,j) - \hat{f}(i,j)]^2}{A \times B},
\]

(17)
In Eq. (17), the denoising infrared image is represented by $\hat{f}(i,j)$.

![Infrared image A](image1.png)

![Infrared image B](image2.png)

![Infrared image C](image3.png)

![Infrared image D](image4.png)

**Fig. 5.** Four infrared images are presented after denoising by literature [7] method

The method of this paper is used to repeat the denoising experiment 5 times for the two original infrared images A and B, and the three index values of PS, SS and MS of the two infrared images after multiple denoising experiments are counted, and the stability of the proposed method is tested by analyzing the changes of the index values. The results obtained are shown in Fig. 6.
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**Fig. 6.** The change of the indicator values of the two images A and B after multiple denoising

It can be seen from Fig. 6 that after 5 times of denoising of the method in this paper, the three indicator values of PS, SS and MS of the two infrared images A and B have not fluctuated too much, of which the highest fluctuation values of the three indicators of image A are 0.38 dB, 0.011, 0.018, etc., of which the highest fluctuation values of the three indicators of image B are
0.15 dB, 0.018, 0.016 in turn, which shows that the denoising performance of the method in this paper is stable and the denoising result has a high degree of credibility.

The Gaussian noise of different sizes with a mean of 0 and a standard deviation of 8, 13, 18, 23, 28, 33 and 48 is added to the two infrared images of C and D, and the denoising is implemented sequentially by using the method of this paper, and the PS, SS and MS of each image after the denoising method of this paper are counted, and the statistical results obtained are shown in Table 1.

Table 1. Statistics of index values after denoising of Gaussian noise infrared images of different sizes

<table>
<thead>
<tr>
<th>Infrared image numbering</th>
<th>Add Gaussian noise standard deviation</th>
<th>Noisy image PS/dB</th>
<th>Denoised image metric values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PS/dB</td>
</tr>
<tr>
<td>C</td>
<td>8</td>
<td>29.25</td>
<td>34.98</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>25.72</td>
<td>32.32</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>23.22</td>
<td>31.22</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>21.29</td>
<td>30.36</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>19.72</td>
<td>29.54</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>17.53</td>
<td>28.13</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>15.27</td>
<td>27.82</td>
</tr>
<tr>
<td>D</td>
<td>8</td>
<td>29.45</td>
<td>36.47</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>25.97</td>
<td>34.56</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>23.51</td>
<td>33.03</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>21.46</td>
<td>31.96</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>19.89</td>
<td>31.13</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>17.68</td>
<td>29.85</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>15.55</td>
<td>28.92</td>
</tr>
</tbody>
</table>

Analysis Table 1 shows that with the increase of the standard deviation of Gaussian noise, the peak signal-to-noise ratio of two infrared images shows a downward trend. After the denoising process in this paper, the peak signal-to-noise ratio of two infrared images with different sizes of Gaussian noise increases significantly. The higher the PSNR, the better the denoising effect. Among them, the average PSNR of image C is 30.624, and the average PSNR of image D is 32.274. After denoising, the structure similarity index of the two images is high, and the mean square deviation is small. The average values of the two indicators of image C are 0.769 and 1.089 respectively, and the average values of the two indicators of image D are 0.850 and 0.899 respectively. It can be seen that after denoising by this method, the structure similarity of the two denoised images is high, and the mean square error is small, which shows that the two infrared images after denoising by this method still retain the details of the original image, and the comprehensive denoising effect is ideal and feasible.

4. Conclusions

In order to improve the work efficiency of the daily inspection of the distribution network, the UAV is gradually applied to the daily inspection work by the distribution network companies, and the quality of the infrared image collected in the inspection UAV work directly affects the quality of the inspection work, therefore, in order to improve the quality of the infrared image collected by the inspection UAV, research on an adaptive denoising method for the infrared image of the UAV based on two-dimensional experience modal decomposition. The rapid adaptive two-dimensional empirical modal decomposition algorithm is used to decompose the original noise-containing infrared image collected by the distribution network inspection UAV, obtain multiple IMF components and a residual quantity, estimate the parameters such as the threshold and variance of the noise-based high-frequency IMF component noise, use the estimated parameters combined with the optimal linear interpolation threshold function algorithm to implement threshold denoising, and reconstruct the IMF component after each denoising and the
signal-based IMF component to obtain the denoising infrared image. Complete the distribution network inspection UAV infrared image adaptive denoiseration. The practical results show that this method can effectively remove the noise of infrared image, and the details of the image after denoising are clear. After the infrared images with different sizes of Gaussian noise are denoised, the image details remain good after denoising, and the peak signal to noise ratio of the image is significantly improved. The overall denoising effect is significant, and the denoising performance is stable and reliable, which can improve the overall quality of the infrared images collected by the distribution network UAV, and provide help for the quality of the distribution network patrol work.
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