Solitons in a cold electron beam plasma
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Abstract. Necessary and sufficient conditions for the existence of dissipative electron-acoustic solitons in a cold electron beam plasma with superthermal trapped electrons described by the Schamel equation are derived in this paper. Soliton solutions to the Schamel equation are constructed using formal analytical techniques which yield counter-intuitive conditions for the existence of these solutions. The existence conditions are derived in terms of system parameters and initial conditions. Computational experiments are used to validate the obtained results.
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1. Introduction

Dissipative electron-acoustic solitary waves (EASWs) in a cold electron beam plasma with superthermal trapped electrons are investigated in [1]. It is shown in [1] that EASWs can be described by the Schamel equation [2]:

$$\Phi_1 \tau + \frac{\nu_c}{2} \Phi_1 + A\sqrt{\Phi_1} \Phi_1 \xi + B[3] \Phi_1 \xi = 0,$$

(1)

where $\Phi_1$ is the linearized electrostatic potential; $\nu_c$ is the cold electron-neutral collision frequency; $\tau$ and $\xi$ are time and spatial coordinates; $A$ and $B$ are system parameters representing properties of the normalized electron plasma. Eq. (1) shows stronger nonlinearity (due to the $\sqrt{\Phi_1}$ term) as compared to the paradigmatic KdV equation.

Eq. (1) is reduced to:

$$\Phi_1 \tau + A\sqrt{\Phi_1} \Phi_1 \xi + B[3] \Phi_1 \xi = 0.$$

(2)

In [1] by assuming the absence of the collision term ($\nu_c = 0$). It is shown in [1] that using the boundary conditions $\Phi_1 \rightarrow 0$ and $\Phi_1 \xi \rightarrow 0$ at $\xi \rightarrow \pm \infty$, Eq. (2) produces EASWs through the following solution:

$$\Phi_1 = \Phi_m \text{sech}^4 \left( \frac{\xi - u_0 \tau}{\Delta} \right),$$

(3)

where $u_0$ is the propagation speed of the EASW; $\Phi_m = (15u_0/8A)^2$ is the maximum amplitude and $\Delta = \sqrt{16B/u_0}$ is the width of the EASW.

The main objective of this paper is to demonstrate that the solitary wave described by Eq. (3) does not satisfy Eq. (2) for all values of parameters $A$ and $B$, and for all initial (and boundary) conditions.
2. Preliminaries

2.1. Transformation of the Schamel equation

Eq. (2) can be transformed into an ordinary differential equation (ODE) by the wave variable substitution $x = \xi - ct$:

$$-y'c + A\sqrt{yy'} + By''' = 0,$$

where $y(x) = y(\xi - ct) = \Phi_1(\xi, \tau)$. Integrating Eq. (4) and renaming the parameters yields:

$$y'' = b_3 y\sqrt{y} + b_2 y + b_0, \quad y(x_0) = u, \quad y'_x |_{x_0} = v.$$

2.2. Extended and narrowed differential equations

The concept of extended and narrowed differential equations is utilized to construct soliton solutions to Eq. (5) in this paper (this concept is discussed in detail in [3]). A short synopsis is presented below. Let us consider the following first-order ODE:

$$z' = f(x, z), \quad z = z(x), \quad z(c) = s.$$  

Differentiation of Eq. (7) with respect to $x$ yields:

$$z'' = f_x + f z' = f_x + f z f(x, z) = F(x, z).$$

Renaming the function $z$ to $y$ in Eq. (7) yields a second order ODE:

$$y'' = F(x, y), \quad y = y(x), \quad y(c) = u, \quad y(x)|_{x=c} = v.$$  

It is proven in [3] that the solution to Eq. (8) coincides with the solution of Eq. (6) if and only if the initial condition satisfies the following constraint:

$$v = f(c, s).$$

Eq. (6) and (8) are referred to as the narrowed and extended equations respectively.

In this paper, an extension of this technique is applied: the soliton solution of the narrowed equation is squared and differentiated – what yields the Schamel equation discussed in [1]. Then the condition analogous to Eq. (9) represents the existence condition for soliton solutions.

3. Soliton solution to the Schamel equation

Consider the following differential equation:

$$(z^\alpha)' = a^2(z - z_1)(z - z_2)(z - z_3), \quad a \in \mathbb{R}, \quad z_1, z_2, z_3 \in \mathbb{C}.$$  

Denoting $y = \sigma^2 z^2$ and differentiating Eq. (10) yields:

$$y'' = b_3 y\sqrt{y} + b_2 y + b_1 \sqrt{y} + b_0, \quad y(x_0) = u, \quad y'_x |_{x_0} = v.$$  

Eq. (11) can be rewritten in respect to $z$ in the following form:

$$(\sigma^2 z^2)' = b_3 \sigma^3 z^3 + b_2 \sigma^2 z^2 + b_1 \sigma z + b_0.$$  

Combining Eqs. (10) and (12) results in the following polynomial:

\[
2\sigma^2\alpha^2 \left( (z - z_1)(z - z_2)(z - z_3) + \frac{1}{2} z \left( (z - z_2)(z - z_3) + (z - z_1)(z - z_3) + (z - z_1)(z - z_2) \right) \right)
= b_3\sigma^3 z^3 + b_2\sigma^2 z^2 + b_1\sigma z + b_0.
\]

The values of \(b_0, \ldots, b_3\) for which Eq. (11) is the extension of Eq. (10) are determined from Eq. (13):

\[
b_0 = -2\alpha^2\sigma^2 z_1 z_2 z_3,
\]
\[
b_1 = 3\alpha^2\sigma (z_1 z_2 + z_1 z_3 + z_2 z_3),
\]
\[
b_2 = -4\alpha^2 (z_1 + z_2 + z_3),
\]
\[
b_3 = 5\alpha^2 \frac{1}{\sigma}.
\]

As observed in [4], the solution to Eq. (10) satisfies Eq. (11) if and only if the initial conditions satisfy the following constraint:

\[
v = \pm \frac{2}{\sqrt{\sigma}} \alpha \sqrt{u} \left( (\pm \sqrt{u} - \sigma z_1)(\pm \sqrt{u} - \sigma z_2)(\pm \sqrt{u} - \sigma z_3) \right).
\]

Note that \(b_1 = 0\) for the Schamel equation. Then special cases of Eq. (11) must be considered, because it follows from Eq. (15) that the parameters of Eq. (10) must satisfy the following relation:

\[
z_1 z_2 + z_1 z_3 + z_2 z_3 = 0.
\]

### 3.1. Existence conditions for soliton solution to the Schamel equation

Following the assumptions in [1] we set \(z_1 = z_2 = 0\). Without loss of generality let us assume that \(z_3 = -\beta, \beta > 0\). Then, Eq. (19) is satisfied and the equation with respect to \(z\) reads:

\[
z' = \pm \alpha z \sqrt{z + \beta}, \quad z = z(x), \quad \alpha, \beta > 0,
\]

with the initial condition \(z(x_0) = s\). Also, note that in this case \(b_0 = 0\) and \(b_2, b_3\) read:

\[
b_2 = 4\beta \alpha^2, \quad b_3 = 5 \frac{\alpha^2}{\sigma}.
\]

As shown in [4] (Eqs. (49) and (61) in [4]) equation Eq. (20) admits the following soliton solution:

\[
z = \frac{4s\beta \exp(\pm \alpha \sqrt{\beta} (x - x_0))}{\left( (\sqrt{s + \beta} + \sqrt{\beta}) - (\sqrt{s + \beta} - \sqrt{\beta}) \exp(\pm \alpha \sqrt{\beta} (x - x_0)) \right)^2}.
\]

Note that Eq. (22) is equivalent to:

\[
z = \beta \text{sech}^2 \left( \text{arctanh} \left( \frac{\sqrt{s + \beta}}{\sqrt{\beta}} \right) \pm \frac{1}{2} (x_0 - x) \alpha \sqrt{\beta} \right).
\]
The function:

\[ y = \sigma^2 z^2 = \sigma^2 \beta^2 \text{sech}^4 \left( \text{arctanh} \left( \frac{\sqrt{\frac{u}{\sigma}} + \beta}{\sqrt{\beta}} \right) \pm \frac{1}{2} (x_0 - x) \alpha \sqrt{\beta} \right), \tag{24} \]

is a solution to Eq. (5) if its initial conditions do satisfy \( v = \pm 2 \alpha u \sqrt{\beta + \frac{\sqrt{u}}{\sigma}} \). Note that Eq. (24) is a soliton solution and takes the same form as Eq. (3).

4. Computational experiments

It can be seen from Eq. (22) that soliton solution Eq. (24) to Eq. (5) has a singularity if \( b_3 > 0 \). Further, only the soliton solution without singularity is considered.

Let us consider the following partial differential equation, as described in [1]:

\[ \Phi_1 \tau - \frac{3}{2} \sqrt{\Phi_1} \Phi_1 \xi - [3] \Phi_1 \xi = 0 \tag{25} \]

Selecting the substitution \( x = \xi + 2 \tau \) and denoting \( y(x) = y(\xi + 2 \tau) = \Phi_1(\xi, \tau) \) results in the following third-order ODE:

\[ 2y' - \frac{3}{2} \sqrt{yy'} - y''' = 0. \tag{26} \]

Integrating Eq. (26) with respect to \( x \) yields:

\[ y'' = -y\sqrt{y} + 2y, \quad y(x_0) = u, \quad y'_{x=x_0} = v. \tag{27} \]

Note that if \( A = -\frac{3}{2}, B = -1, c = -2 \) then Eq. (27) coincides with Eq. (4).

As follows from the previous subsection 3.1 (Eqs. (24)), (27) admits the following soliton solution:

\[ y = y(x, x_0, u, v) = \frac{25}{4} \text{sech}^4 \left( \text{arctanh} \left( \frac{\sqrt{\frac{u}{5}} + \frac{1}{2}}{\sqrt{\frac{1}{2}}} \right) \pm \frac{1}{2} (x_0 - x) \sqrt{\frac{1}{2}} \right), \tag{28} \]

if and only if initial conditions \( u, v \) of Eq. (27) do satisfy the following constraint:

\[ v = \pm 2u \sqrt{\frac{1}{2} - \frac{\sqrt{u}}{5}}. \tag{29} \]

Soliton solution Eq. (28) is depicted in Fig. 1.

Returning to the original PDE (25), the soliton solution reads:

\[ \Phi_1 = \Phi_1(\xi, \tau, x_0, u) = \frac{25}{4} \text{sech}^4 \left( \text{arctanh} \left( \frac{\sqrt{\frac{u}{5}} + \frac{1}{2}}{\sqrt{\frac{1}{2}}} \right) \pm \frac{1}{2} (x_0 - x - 2 \tau) \sqrt{\frac{1}{2}} \right). \tag{30} \]
This solution is depicted in Fig. 2.

Constraint Eq. (29), ensuring that the solution to Eq. (27) has soliton form Eq. (28), can be illustrated via numerical integration. The error between analytical soliton solution Eq. (28) and the approximate solution to Eq. (27) (denoted as \( \hat{y}(x, x_0, u, v) \)) is estimated using a constant-step, time-forward integrator as follows:

\[
\Delta(x_0, u, v) = \sqrt{\sum_{k=1}^{N} \left( \hat{y}(x_0 + kh, x_0, u, v) - y(x_0 + kh, x_0, u, v) \right)^2},
\]

where \( h \) denotes the integration step-size; \( N \) is the number of integration steps. If soliton solution Eq. (28) to Eq. (27) would hold for all initial conditions \((x_0, u, v)\), then the error \( \Delta(x_0, u, v) \) would be zero for any \((x_0, u, v)\). However, Figs. 3, 4 demonstrate that this is not the case since the errors are close to zero only on the curve defined by Eq. (29).
Fig. 3. The surface plot of the error $\Delta = \Delta(x_0, u, v)$ between Eq. (28) and the numerical solution to Eq. (27) for $0 \leq u \leq 6.5, -10 \leq v \leq 10$. The error is evaluated using the step-size $h = 0.01$ and $N = 100$ time-forward steps. Errors higher than 5 are truncated to 5 for clarity. Note that the error is close to zero only on the curve defined by Eq. (29).

Fig. 4. Black line in part (a) depicts the constraint Eq. (29), gray circle and gray diamond correspond to initial conditions $(u, v)$ used in parts (b) and (c) respectively. Gray line in parts (b) and (c) displays an approximate solution to Eq. (27) ($\hat{y} = \hat{y}(x, x_0, u, v)$), black line - analytical soliton solution Eq. (28) ($y = y(x, x_0, u, v)$). It can be seen (part (b)) that approximate solution $\hat{y}$ and $y$ coincide if initial condition $(u, v)$ lies on the curve defined by Eq. (29). Otherwise, $\hat{y}$ and $y$ are different (part (c)).

5. Conclusions

Soliton solutions to Schamel equation considered in [1] are constructed using the concept of narrowed and extended differential equations. Necessary and sufficient conditions for the existence of these solutions have been derived in the space of equation parameters and initial conditions.
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