Signal enhancement in wireless sensor networks based on adaptive filters
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Abstract. Wireless sensor networks are widely used in communication, medical treatment, radar and detection. With the vigorous development of computer science and intelligent technology, wireless sensor networks are also constantly improving in the development. Sensor networks are prone to noise interference when input signals, which will affect the estimation accuracy of the network. In order to enhance the signal of sensor network and improve its accuracy, a distributed filtering algorithm based on fusion adaptive weighting is proposed. Before building the model, the experiment first studied the three traditional adaptive filtering algorithms, LMS, RLS and AP, as the basis for building the experimental model. Then, combined with the distributed characteristics of the sensor network, the attributes of the nodes and their influence in the network were considered in the experiment, and the importance and support of the nodes were linearly weighted to obtain the estimated certainty of each sensor node to the target. Finally, a fusion adaptive weighted distributed filtering algorithm is constructed in the experiment. The simulation experiment verifies that the constructed model can reduce the noise interference to a certain extent, which is conducive to the enhancement of its network signal, and its error estimation accuracy is also improved.
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1. Introduction

Wireless sensor network has very important applications in communication and computer technology. The main function of the sensor network is to use multiple sensors to detect and collect information on an object in the region, and to feed back the obtained information to the device or user controlling the whole network after processing [1]. When the sensor observes a variety of physical quantities, it also uses a variety of parameter estimation algorithms to estimate the required physical quantities of the observed objects. The traditional wired sensor connects the sensor directly to the receiving device, which requires a lot of operating space and is complicated to maintain. Compared with traditional sensors, wireless sensors do not require frequent equipment changes or a lot of operating space. Therefore, wireless sensors have higher flexibility, security, reliability and cost advantages. However, the signal of sensor network is susceptible to interference from environmental noise when receiving, thus affecting the accuracy of network estimation [2]. With the innovation and development of intelligent technology in recent years, sensor networks are constantly updated, and the means of eliminating noise interference are gradually optimized. Filter is a kind of noise elimination method which is widely used in signal processing. The filter effectively filters out specific frequency points in the signal, after which signals of specific frequency can be obtained [3]. There are many researches on the specific functions of filters in the aspects of network noise elimination and signal enhancement. Moreover, with the requirements of practical engineering applications, a variety of filtering algorithms have been developed, which have exclusive advantages in their respective application fields [4]. Adaptive filter is one of them, mainly by observing the signal value and constantly updating and adjusting the filter weight coefficient, in order to estimate the statistical characteristics of the
whole system to achieve the best filtering effect. In order to enhance the signal of the sensor network, this experiment combined with the filter can effectively eliminate the noise interference function, and in view of the sensor network signal vulnerable to interference, a fusion adaptive weighted distributed filtering algorithm is proposed. The algorithm takes into account the attributes of the nodes themselves and their influence in the network. The importance and support of the nodes are weighted linearly to obtain the estimated certainty of each sensor node to the target. Therefore, the signal enhancement of wireless sensor network with adaptive filter is studied in the experiment.

Adaptive filter is an important research content of information processing technology. Many researchers in the research field pay attention to it and have achieved certain results in all application levels. Yu et al. proposed a M-NSAF algorithm model, and derived a variable step size M-NSAF algorithm on this basis. Through simulation experiments, it was verified that the M-NSAF algorithm has the advantages of robustness against impulse and fast convergence [5]. Considering that M-NSAF algorithm may generate large offset estimation due to noise during input, Zheng and other researchers proposed to add offset compensation vector on the basis of R-NSAF algorithm. After system simulation and identification experiments, it is verified that the algorithm can have good robustness and stable performance in noise environment [6]. Wu and other scholars proposed a BRLS filter to suppress the main harmonic components in the estimated back EMF. The filter can suppress the specified harmonic components and compensate harmonic ripple and machine space wave under different steady state operating conditions, thereby improving the accuracy of rotor position estimation to a certain extent. The performance of the model built in the experiment has been verified in the operation of sensorless drivers [7]. Guo et al. proposed an adaptive fine tuning method. This method fine tuned the convolution filter by selecting a part of it. The experiment selected 7 public image datasets for classification experiments. The results show that this adaptive fine tuning method can reduce the average classification error by 2.54% [8]. Ahmed and other researchers observed that the dynamic tuning range of the generalized integrator (GI) is limited. To solve this problem, they proposed a new GI adaptive filter, which can use coordinate transformation to maintain the same filtering characteristics of the standard GI. In addition, the model can also enhance the dynamic tuning range of the standard GI. The final experimental results also verified the improvement of the dynamic performance of GI FLL [9]. Li and other scholars deduced a new adaptive filter from the cost function. The filter uses RF to control the minimum disturbance constraint in the cost function. RF can accelerate the convergence speed of the model and obtain the optimal value. The final simulation experiment results also prove that the model built has been optimized in terms of steady-state dislocation and convergence speed [10].

Singh B. et al. proposed a distributed incremental adaptive filter and applied it to the micro electric system of the battery. The filter can control the voltage source converter and contribute photovoltaic power and battery. In addition, it can also provide harmonic suppression, load balancing and power factor improvement functions. The proposed filter can be applied to the micro electric system of public utilities and residential buildings, with strong practicality [11]. Sarma R. and other scholars used the least mean square adaptive filter to build a new pipeline architecture. This architecture uses a single multiplier to calculate the partial product and coefficient increment of each filter, and considers using the adaptive delay of the least mean square adaptive filter to pipeline the look-up table multiplier. The final implementation results show that the floor area of the proposed filter design is 60.32% smaller, the overall power consumption of the system is reduced by 61.93% [12]. In order to process non-circular complex signals, Wen P. and other researchers deduced an enhanced complex normalized subband adaptive filter by calculating the constraint cost function. This model can simultaneously process circular and non-circular complex signals. The final simulation results show that this algorithm can improve the mean square deviation and prediction gain [13]. Qian G et al. applied complex anti entropy to adaptive filtering, and built a new adaptive algorithm of maximum total complex co entropy on this basis. Simulation experiments verified that the constructed model has good stability, and can
show superior algorithm performance in the example [14]. Zheng L. and other scholars have constructed an adaptive filter based on the minimum mean square and applied it to the multi track self interference cancellation system. It can minimize the error signals generated by the matching signals and multi-path signals in the minimum mean square. The simulation experiment results show that the performance of this model is better than other existing systems. Its bit error rate is 6 dB, and the appropriate amplitude is increased by 8 % [15]. Maurya A. K. and other researchers have made a detailed study on the improved LMS adaptive filter algorithm, mainly by modifying the error equation in the traditional LMS to improve the model. Compared with the traditional LMS adaptive noise elimination model, the experimental improved model has higher signal-to-noise ratio and superior performance [16].

To sum up, adaptive filter is a research hotspot in many fields. In order to adapt to a variety of noise environment, researchers have more or less improved it. These improved results show that it can show certain practical performance under different application conditions. However, the experiment on alleviating noise interference during signal input in wireless sensor network has not achieved satisfactory progress. The research of adaptive filter in signal enhancement of sensor network is also insufficient. Therefore, this experiment discusses this kind of situation and proposes an adaptive filter to enhance the sensor network signal. On this basis, according to the characteristics of the distributed structure of wireless sensors, a fusion adaptive weighted distributed filtering algorithm is constructed. Simulation experiments were carried out to verify the performance of the proposed model.

2. Research on signal enhancement model of wireless sensor network based on adaptive filter

2.1. Research on application model based on adaptive filtering algorithm

Traditional filters are divided into high pass filter, low pass filter, band stop filter and band pass filter, which can respectively pass signals corresponding to different frequency components. The advantage of the adaptive filter over the traditional filter is that the adaptive filter can automatically update its own parameters through the adaptive filtering algorithm in an unknown environment, and the weight coefficient vector of the filter will also be automatically adjusted in time, thus effectively tracking the time-varying characteristics of the input signal. The adaptive filter has great correlation with its parameters and signal data, so the filter can be divided into linear system and nonlinear system according to whether its “input output” meets the superposition principle [17]. Linear adaptive filtering algorithm mainly consists of normal filtering process and adaptive process. The filtering algorithm first outputs the input signal normally, and then feeds back some parameters of the previous output to the next input for adaptive process [18]. The two processes cooperate and influence each other. Adaptive filters are used in identification, inverse model, prediction and interference elimination because of their strong adaptability to complex environments. Fig. 1 shows the four application types of adaptive filters.

The classical adaptive filtering algorithms are divided into three basic types: least mean square algorithm (LMS), recursive least square algorithm (RLS) and radial projection algorithm (AP). Among them, the least mean square is the most widely used in practice because of its small amount of calculation and simple algorithm form. This method mainly reduces the complexity of the algorithm by modifying the gradient vector of the objective function. The core idea of LMS is the steepest descent method, which is mainly divided into filter output, estimation error and filter tap weight update. For the output of the filter, its equation can be expressed as:

\[ y(n) = W^T(n)X(n), \]

where, \( y(n) \) represents the output signal of the filter, \( X(n) \) represents the input signal of the filter, and \( W(n) \) represents the weight coefficient of the filter. If \( e(n) \) is defined as error signal and \( d(n) \) as expected signal, there is an equation:
\[ e(n) = d(n) - y(n) = d(n) - W^T(n)X(n). \]  

Eq. (2) represents the error signal of the filter. Taking the minimum mean square value of the error signal as the optimal criterion, the cost function can be expressed as:

\[ J(n) = E[e^2(n)], \]

where, \( J(n) \) represents the cost function, and its change over time can be used to represent the convergence rate and convergence accuracy of the filter. When the value of \( J(n) \) is the smallest, it means that the weight coefficient of the filter is optimal. The adjustment of the filter weight vector can be realized by the steepest descent method, that is, along the negative gradient direction of the performance surface. Search the minimum point in the performance surface to solve the optimal weight vector. The adjusted weight vector equation can be updated as follows:

\[ W(n + 1) = W(n) + 2\mu e(n)X(n), \]

where, \( \mu \) represents the step convergence factor of the filter. When the value of \( \mu \) is large, the convergence speed of the algorithm is fast but accompanied by large steady-state error; When the value of \( \mu \) is small, the convergence speed of the algorithm is small but the steady-state error will be reduced. It can be seen that the value of \( \mu \) directly affects the performance of the algorithm. To balance the steady state error of the filter with the convergence speed, the step factor \( \mu \) needs to be conditionally constrained:

\[ 0 < \mu < \frac{2}{LS_{\text{max}}}. \]

Eq. (5) represents the constraint condition of step factor \( \mu \), where \( L \) represents the order of the filter and \( S_{\text{max}} \) represents the maximum value of the power spectral density of the input signal. LMS adaptive filter contains two basic processes: filtering and adaptation, which form a feedback loop, and its operation is simple and easy to implement. Compared with LMS algorithm, RLS algorithm has more computation and faster convergence speed. After the optimal weight coefficient vector is also solved, the approximate equation is obtained through LS criterion:

\[ Z(n) = \lambda^{-1}Z(n-1) - \frac{\lambda^{-2}Z(n-1)x(n)Z(n-1)}{1 + \lambda^{-1}x^T(n)Z(n-1)x(n)} \]

where, \( \lambda \) represents the forgetting factor, whose value range is from 0 to 1, and \( Z(n) \) is a matrix.
of $L \times L$. The iterative equation of the filter weight coefficient vector of RLS is:

$$W(n) = W(n-1) + Z(n)x^*(n)[d(n) - x^T(n)W(n-1)].$$  \hspace{1cm} (7)$$

Eq. (7) shows the complex operation property of RLS algorithm. During its iteration, $L^2 + 3L$ addition, $L^2 + 5L + 1$ multiplication and $1$ division are required for real signal. For complex signals, $4L^2 + 12L - 1$ addition, $4L^2 + 16L + 1$ multiplication and $1$ division are required. The AP algorithm is applicable to adaptive filters when the input signals are highly correlated. Compared with LMS algorithm and RLS algorithm, AP algorithm has the advantage of “memory”. It can not only use the current input signal, but also reuse the input signal at a certain time in the past. The data input matrix is as follows:

$$X_{LP}(n) = [x(n)x(n-1)...x(n-P+2)x(n-P+1)]$$

$$= \begin{bmatrix}
    x(n)x(n-1)...x(n-P+1) \\
    x(n-1)x(n-2)...x(n-P) \\
    \vdots \\
    x(n-L+1)x(n-L)...x(n-P-L+2)
\end{bmatrix}. \hspace{1cm} (8)$$

where, $LP$ represents the matrix of order $L \times P$, $L$ represents the length of the filter, and $P$ represents the number of times the AP algorithm uses data. The AP algorithm takes the expectation vector equal to the product of the input matrix and the weight vector as the constraint condition to minimize $\|h(n+1) - h(n)\|^2$. The weight coefficient vector iteration equation of AP algorithm is expressed as:

$$h(n+1) = h(n) + \frac{X_{LP}(n)e(n)}{X_{LP}^T(n)X_{LP}(n)}.$$  \hspace{1cm} (9)$$

where, $e(n)$ represents the error vector. In order to avoid that the denominator value in Eq. (9) is $0$, the regularization parameter $\delta$ is introduced. At the same time, the step factor $\mu$ is introduced to reduce the steady state error of the algorithm, so the weight coefficient vector iteration equation of the AP algorithm can be transformed into:

$$h(n+1) = h(n) + \mu \frac{X_{LP}(n)e(n)}{\delta I_{LP} + X_{LP}^T(n)X_{LP}(n)}.$$  \hspace{1cm} (10)$$

where, the value range of step factor $\mu$ is $0$ to $2$. The above three algorithms are the classical types of adaptive filters, and they have their own advantages. The theory of adaptive filter has been developing and improving constantly, and its application in the field of communication has always been exclusive. In order to better deal with the input signal interfered by noise, a deviation compensated normalized cross entropy algorithm (BCNMCC) is proposed to suppress the input noise signal, which is especially suitable for non Gaussian noise environment.

2.2. Construction of signal enhancement model of wireless sensor network combined with adaptive filter

Wireless Sensor Network (WSN) is a distributed communication network that deploys a large number of energy constrained sensor nodes, with the characteristics of multi hop and self-organization. Wireless sensor networks are widely used in military, medical, industrial and detection fields. Figure 2 shows the topology of a wireless sensor network, which uses clustering routing to divide the network into several sets of network nodes with some association [19]. The signal enhancement of wireless sensor network can be realized by using the adaptive beam formed by the adaptive filtering algorithm. The adaptive filtering algorithm can adjust the different
weights of each signal in the wireless sensor to improve the output signal-to-noise ratio of the wireless sensor. The algorithm can suppress the interference signal by adjusting the weight adaptively, so as to enhance the expected signal.

Wireless sensor network is a distributed network. In view of this feature, the experiment proposes an adaptive consumption based linear distributed filtering (ACLDF) algorithm, which integrates adaptive weighting, to better meet the needs of wireless sensor networks for improving estimation accuracy and enhancing signals. Distributed estimation algorithm has the characteristics of fast convergence, high estimation accuracy, strong robustness, etc. Many researchers have made research on this, and the experiment will carry out a comparative study of algorithm performance [20]. Considering the possible packet loss in sensor networks, the support relationship between sensor nodes' measurement data is defined first, and the support is linearly weighted to obtain the estimation confidence of each node to the target. After that, the fusion weight composed of the reliability is introduced into the consistency principle of the node state estimation to dynamically adjust the weight. Suppose that an existing wireless sensor network containing \( n \) sensors is in the target system interfered by a Gaussian noise at the moment, and the state model and observation model of the system are:

\[
\begin{align*}
x(k + 1) &= Ax(k) + w(k), \\
z_i(k) &= \lambda_i H_i x(k) + v_i(k),
\end{align*}
\]

(11)

where, \( \lambda_i \) represents a binary random value. When \( \lambda_i = 0 \) is used, it indicates that the data packet of node \( V_i \) is lost. \( x(k) \) it represents the state vector of the system at time \( k \), and \( z_i(k) \) represents the observation vector of sensor node \( V_i \) at time \( k \). \( A \) represents the system state transition matrix, and \( H_i \) represents the observation matrix of sensor node \( V_i \). \( w(k) \) represents the process noise of the system at time \( k \), and \( v_i(k) \) represents the observation noise of sensor node \( V_i \) at time \( k \). The calculation equation of node importance of sensor network is:

\[
K_i = \frac{\Gamma_b(i)}{\Gamma_c(i)}
\]

(12)

where, \( \Gamma_b(i) \) represents the number of shortest paths passing through node \( V_i \), and \( \Gamma_c(i) \) represents...
the centrality of node $V_i$. If the value of $K_i$ is larger, it means that the node has greater influence on the network and is more important in the network. The support equation between two nodes can be expressed as:

$$d_{ij}(k) = \left| \hat{\phi}_i(k) - \hat{\phi}_j(k) \right|. \quad (13)$$

Eq. (13) represents the relative distance between the state estimates of node $V_i$ and node $V_j$ in the sensor network. The smaller the value of $d_{ij}(k)$ is, the smaller the difference between the state estimates of the two nodes at time $k$ is, and the higher the mutual support is. The support equation of node $V_i$ in the whole network can be expressed as:

$$\mu_i(k) = \sigma_1 Y_{i1}(k) + \sigma_2 Y_{i2}(k) + \cdots + \sigma_n Y_{in}(k), \quad (14)$$

where, $Y_{i1}(k)$ represents the support degree of node $V_i$ and other nodes, and $\sigma$ is a group of negative parameters obtained from the normalization of node importance of node $V_i$ in the sensor network. The gain matrix of each sensor node in the network can be expressed as:

$$P_i = \sum_{j=1}^{n} c_{ij}(k) \left[ (A - L_j(k)H_j(k)) \left( A - L_j(k)H_j(k) \right) + L_j(k)RL_j(k) \right] + Q, \quad (15)$$

where, $A$ represents the state transition matrix, and $Q$ is the system process noise covariance matrix. $H$ represents the sensor node observation matrix, and $c$ represents the parameter, whose value range is 0.2 to 0.8. The sensor network with adaptive weighted distributed filtering algorithm is as shown above. The model considers the attributes of the node itself and its influence in the network, and linearly weights the importance and support of the node to obtain the estimation confidence of each sensor node to the target. The fusion weight composed of the reliability is introduced into the estimation value of the target state by the sensor node to improve the estimation accuracy of the filtering algorithm. Next, the experiment will verify the estimation accuracy of the model and the signal enhancement effect on wireless sensor networks.

3. Performance analysis of wireless sensor network signal enhancement model based on adaptive filter

3.1. Comparative analysis of adaptive filter performance

To verify the performance advantage of the adaptive filter over the traditional filter, a sine signal with a frequency of 2 kHz is set in the experiment, as shown in Fig. 3(a). It is assumed that the signal is interfered by noise during its transmission to form a useful interfered signal, which is used as the input signal of traditional filter and adaptive filter, as shown in Fig. 3(b).
In this study, Matlab platform was used for experiments, that is, the signal interfered by random noise was input into the traditional filter and adaptive filter based on Matlab platform, and the noise cancellation effect was observed. The signal affected by noise in Fig. 3(b) was interfered by traditional filter and adaptive filter, and the experimental results shown in Fig. 4 were obtained. It is not difficult to find from the results in the figure that the signal curve obtained by the adaptive filtering algorithm after noise elimination is smoother and more stable than that of the traditional filter, and its fluctuation amplitude is more balanced. The results show that both filtering algorithms can eliminate noise to a certain extent, but the effect of traditional filter is much weaker than that of adaptive filter. The main reason is that the adaptive filter can adjust the weight coefficient adaptively according to the algorithm to cope with various unknown environments, so it has better noise elimination and filtering effect than the traditional filtering algorithm.

Subsequently, the performance of the above three adaptive filtering algorithms (LMS, RLS, AP) and the improved BCNMMC algorithm based on them is verified by experiments. Fig. 5 shows the simulation results of four adaptive filters at different pulse noise levels. Fig. 5(a) shows the convergence performance of the algorithm in the environment of small impulse noise, and Fig. 5(b) shows the convergence performance of the algorithm in the environment of strong impulse noise. In the case of small pulses, RLS and AP have relatively smooth accuracy. The peak value of the experiment appeared at about 2500 iterations, which was probably caused by pulse interference. The RLS and BCNMMC adaptive filtering algorithms have
good stability and convergence in the case of strong pulse. In addition, the steady-state accuracy of AP and BCMCC is lower than that of the other two algorithms when the convergence rate is the same.

Table 1 summarizes the comparative advantages of the four adaptive filtering algorithms. Among them, the three classical traditional algorithms can occupy some advantages, and the BCNMC algorithm proposed by relevant research integrates these advantages more comprehensively, which can have better adaptability in the noise environment of non-Gaussian measurement, and can effectively suppress the deviation caused by input noise. It can be seen that the adaptive algorithm filtering algorithm has a strong function in eliminating the noise of the input signal, and has a good applicability in network signal enhancement.

Table 1. Comparison of advantages of four adaptive filtering algorithms

<table>
<thead>
<tr>
<th>Improved adaptive algorithm</th>
<th>LMS</th>
<th>RLS</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three basic algorithms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BCNMC</td>
<td>Better adaptability in non-Gaussian noise environment; Effectively suppress the deviation caused by input noise</td>
<td>Effectively suppress the deviation caused by input noise</td>
<td>Better adaptability in non-Gaussian noise environment</td>
</tr>
</tbody>
</table>

3.2. Performance verification of wireless sensor network signal enhancement model of adaptive filter

According to the distributed characteristics of sensor networks, this paper proposes a distributed filtering algorithm based on adaptive filtering algorithm (ACLDF), which integrates adaptive weighting. In the simulation experiment, 30 sensors are randomly scattered in a square area of 400 m², with an effective network communication radius of 8m. The parameter settings of the system matrix are shown in Table 2. In order to better compare the performance of the proposed model, the experiment selects the consistent linear distributed filtering (CLDF) algorithm and the consistent filtering with packet dropping (CFPD) algorithm for comparison and verification.

Table 2. Simulation experiment parameter setting

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sensors</td>
<td>30</td>
<td>Noise covariance matrix</td>
<td>$Q = \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>The measure of area</td>
<td>20×20 m²</td>
<td>Initial condition</td>
<td>$P_i(0) = \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>Communication radius</td>
<td>8 m</td>
<td>Sensor node observation matrix</td>
<td>$H = \begin{bmatrix} c_1 \ 0 \ c_2 \end{bmatrix}$</td>
</tr>
<tr>
<td>Status value</td>
<td>[10, 15]</td>
<td>Parameter $c_1$, $c_2$</td>
<td>[0.2, 0.8]</td>
</tr>
<tr>
<td>State transition matrix</td>
<td>$A = \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
<td>Iterative steps of algorithm</td>
<td>300</td>
</tr>
</tbody>
</table>

Fig. 6 shows the comparison results of sensor node estimation errors under ideal conditions. It can be seen from the figure that in this state, the curve of ACLDF proposed by the experiment is more smooth, which shows that its estimation performance is better than the other two algorithms. The main reason for this result is that the ACLDF algorithm can uniformly process the estimated values obtained by the filter, which improves the estimation accuracy of sensor nodes to a certain extent. Therefore, the estimation error of ACLDF is smaller than that of the other two algorithms, and it has faster convergence speed.

Fig. 7 shows the estimation error results when any three nodes in the network are attacked under the random attack mode. In this mode, the ACLDF algorithm can improve the estimation accuracy of the entire sensor network and the state estimation value of each sensor network node, so that the estimated value of network nodes can be more closely distributed near the true value.
The improvement of its estimation accuracy and algorithm performance is conducive to promoting the performance of sensor networks, including noise processing and other aspects, to a certain extent, is conducive to the enhancement of its network signal.

![Comparison chart of estimation error](image1)

**Fig. 6.** Comparison effect of node estimation error

![Comparison chart of average estimation error](image2)

**Fig. 7.** Comparison of average estimation error of network nodes under random attack mode

![Comparison chart of average estimation error](image3)

**Fig. 8.** Comparison of average estimation error of each node under selective attack mode

At the end of the experiment, the nodes of the sensor network are sorted according to the degree...
of confidence, and three networks with high degree of confidence are selected to attack. The experimental results are shown in Fig. 8. It can be seen from the figure that the ACLDF algorithm can reduce the estimation error of the algorithm and improve the estimation accuracy of the model to a certain extent, and the state estimation values of each node in the sensor network can be more closely distributed near the real value. When some important nodes in sensor networks are attacked, selective attacks can cause greater impact than random attacks. This shows that in practical applications, it is necessary to increase the maintenance of network nodes with high confidence, and ensure the stability of sensor network signals while maintaining good network estimation accuracy. The sensor network with strong anti attack capability is conducive to the stability and enhancement of its network signal, and can maintain an efficient working state.

4. Conclusions

Wireless sensor networks have attracted much attention in military, medical, detection and other fields. In recent years, domestic and foreign researches have explored wireless sensor networks and made them constantly updated and improved in the process of development. Adaptive filtering algorithm is also highly valued in the field of intelligence science, because of its strong practicability is also used in various industries. In order to enhance the signal of wireless sensor network, adaptive filter is proposed to be integrated into wireless sensor network in order to improve the signal of wireless sensor network. Finally, according to the characteristics of the distributed structure of wireless sensors, a distributed filtering algorithm based on fusion adaptive weighting is constructed. Then the simulation experiment was carried out, and the simulation experiment results showed that:

1) Comparing the noise elimination effect of traditional filter and adaptive filter, the results show that adaptive filter has better performance advantage than traditional filter because it can adjust parameters spontaneously with the change of environment, which is conducive to the enhancement of network signal.

2) The experiment verifies the performance of three classical adaptive filter algorithms and an improved BCNMMC algorithm. The results show that among the four algorithms, the improved algorithm has relatively comprehensive advantages. In other words, BCNMMC can have better adaptability in non-Gaussian noise environment, and can effectively suppress the deviation caused by input noise.

3) Finally, ACLDF was verified in the experiment. The results show that the ACLDF algorithm can improve the estimation accuracy of the model to a certain extent, and it is concluded that the nodes with high certainty need to be maintained to maintain the anti-attack capability of the network, so as to maintain the stability and enhancement of the network signal.

This experiment has achieved the expected effect, but there is still a lack of reliability analysis of the algorithm, the subsequent research can start from here.

Acknowledgements

The authors have not disclosed any funding.

Data availability

The datasets generated during and/or analyzed during the current study are available from the corresponding author on reasonable request.

Conflict of interest

The authors declare that they have no conflict of interest.
REFERENCES


Jun Tang senior engineer, bachelor’s degree, graduated from Hefei University of Technology in 2003, majoring in computer and application; master’s degree, graduated from Zhejiang University in 2012, majoring in project management and engineering, now working in Zhejiang Post and Telecommunication Construction Co. Ltd., electronic and information engineering direction, published 3 academic articles.