Super resolution direction finding technique of vortex electromagnetic wave radar in missing mode
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Abstract. Vortex electromagnetic waves have superior performance over electromagnetic waves. In order to improve the radar super-resolution lateralization technique in its missing modes, this study proposes to start from the perspective of mode missing. The missing modes are reconstructed using the Adaptive Step Size Gradient Descent (ASSGD) method by exploiting the features of the missing modes. The linear minimum mean square error (LMMSE) estimation method is also used to solve the problem of poor reconstruction accuracy due to the Missing Modes. The Missing Modes Iterative Adaptive Approach (MMIAA) algorithm and Missing Modes Sparse Learning via Iterative Minimization (MMSLIM) algorithm are then used. Minimization (MMSLIM) algorithm to recover missing modes. The results showed that the RMSEs of the recovery errors of MMSLIM, MMIAA and ASSGD were 0.16, 0.31 and 0.82 respectively at a modal missing ratio of 0.7, while ASSGD fails to recover the missing modal data at a modal missing ratio of 0.9. The overall data quality of the azimuthally estimated RMSE was average when the signal-to-noise ratio was at [–5, 10] dB. And the curve becomes flatter when it reaches 15 dB or more, indicating that MMSLIM, MMIAA has important theoretical and practical value.
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1. Introduction

Due to the transmission characteristics of electromagnetic waves, radar has the characteristics of all-weather, all-day, long-distance work, it can obtain the scattering information of electromagnetic waves in a variety of complex environments, and achieve the detection, identification and tracking of targets, known as the “eyes” of modern information warfare [1]. In recent years, along with the continuous progress of radar detection technology, various types of radar have been widely used in all walks of life. It can achieve battlefield surveillance, target reconnaissance, guidance and anti-missile functions in the military, and in civilian use for terrain observation, automatic navigation, weather warning and many other fields. Vortex electromagnetic waves not only retain the frequency, phase and amplitude characteristics of conventional electromagnetic waves, but their spiral wavefront brings new degrees of freedom to signal modulation, allowing them to propagate multiple orthogonal and dissimilar wave arrays at the same time, thus achieving infinite propagation [2]. For this reason, it has been used in communications to increase the speed of communication. Its application to radar, however, is a fledgling technology that needs to be studied in depth. Vortex electromagnetic wave radar is able to obtain information about features in another dimension due to the vortex electromagnetic wave it emits in the radar exposure area, which not only produces a time-varying wavefront, but also a null-varying wavefront at its beam. It is therefore of great importance for high-precision guidance, three-dimensional detection in complex environments, three-dimensional imaging in the air, and super-resolution direction finding. Due to its Orbital Angular Momentum (OAM) property, the wavefront phase of vortex electromagnetic waves has a unique spiral shape and the number of modes is infinite orthogonal, which brings new space for electromagnetic wave propagation [3]. Vortex radar is a type of radar that uses vortices to achieve detection of multiple targets and can
effectively overcome disadvantages such as the inability of real-aperture radar to effectively detect targets in waves. The vortex electromagnetic wave radar super-resolution direction finding technology, i.e. based on the phase difference of multiple modal number echoes of OAM, uses super-resolution algorithms such as spectral estimation and sparse recovery algorithms to achieve vortex radar orientation super-resolution under a small number of modal numbers and mode-deficient conditions. The innovation of this study lies in starting from the perspective of modal missing, utilizing the characteristics of modal missing, using adaptive step gradient descent method to reconstruct missing modes, and combining linear minimum mean square error estimation to solve the problem of low reconstruction accuracy caused by modal missing; And use iterative adaptive missing mode recovery algorithm and sparse loop iterative minimization missing mode recovery algorithm to recover missing modes.

2. Related works

Eddy electromagnetic wave radar has been widely used in various industries. Chen Y. et al. studied the Doppler and micro-Doppler effects for the wider application of eddy electromagnetic waves in target detection. The research results show that the vortex EM wave effect is more complex than non-vortex EM wave, and the former can provide more features for target identification [4]. Yuan H. et al. proposed a vortex EM wave radar-based algorithm for microwave parameter extraction of rotating targets with rough estimation of microwave parameters through linear Doppler, etc., in response to the problem that existing microwave extraction algorithms are less efficient in the presence of multiple scattering points. The experimental results show that the algorithm has a good performance [5]. Kim S. et al. proposed a super-resolution-based radar boda estimation method in order to improve the performance of radar waves and simulate the data between antennas using extrapolation for virtual ground generation. The results show that the method is less complex and close to the root mean square error of the conventional method [6]. Chen H. T. et al. conducted a study based on full-wave electromagnetic simulation and near-field diagnostic principles in order to investigate the near-field scattering characteristics of typical scatterers under vortex electromagnetic wave irradiation. The results showed that vortex electromagnetic waves have a high ability to identify the characteristics of scatterers [7].

Guo S. et al. proposed a mechanically controlled imaging high-resolution imaging method based on electromagnetic vortex beam imaging in order to improve the high resolution of the imaging. The results showed that the method can reduce the number of orbital angular momentum modes and improve the imaging resolution [8]. Yuan H. et al. proposed a high-resolution imaging method based on a uniform circular array antenna for the problem of low quality of uniform circular array imaging. and in the process, the echoes are not dependent on the vortex electromagnetic waves. The experimental data verified that the method would improve the imaging resolution [9]. Wang Y. et al. established a Doppler detection model for radar systems based on orbital angular momentum by using vortex electromagnetic waves with multiple orbital angular momentum to detect rotating objects at arbitrary positions. Simulation results show that the model has certain validity and can obtain more detailed rotation parameters [10]. Lin Y C et al. proposed a low-complexity high-resolution BODA method in order to improve the allocation rate of sparse multi-input multi-output radar. Simulation results show that the method has some validity and is able to reduce the complexity while increasing the resolution [11].

The above results show that the vortex EM wave radar has good applications, but its performance needs to be improved. In view of this, the study will recover its missing modes to improve the lateral performance of the radar super-resolution.
3. Super-resolution direction finding for missing mode recovery in vortex electromagnetic wave radar

3.1. Super-resolution direction finding technique for vortex electromagnetic wave radar based on ASSGD missing mode recovery

For some modes of vortex waves, the scattered echoes from the scattered body under test are attenuated, resulting in the phenomenon of missing modes. When the modes are missing, the super-resolution method suffers from reduced resolution, increased partials and increased peak partials, which in turn reduces the azimuth spectrum resolution and prevents a clear image of the target from being obtained. Due to the missing modes, the azimuth spectrum imaging quality of the radar is significantly degraded. How to improve the super-resolution capability of the vortex EM wave radar under missing modes is an urgent problem to be solved.

When a vortex electromagnetic wave radar operates, the modes are received in sequence, with the power value of their background noise as the recognition threshold. During reception, the energy share of the mode is counted and if the energy level of the dominant mode is lower than the background noise, the mode is considered not to have been received correctly, i.e. the mode is missing. When the target is at rest, the vortex radar echo is seen as a superposition of signals from multiple targets, such that both the valid and missing modes acquired by the vortex radar have the same azimuthal spectral component. The missing modes can then be recovered from these valid modes to obtain better azimuthal spectral results.

Assuming that there are \( N \) samples of received modes, if there is a case where the primary mode energy of a received mode exceeds the discrimination threshold, it is included in \( N_g(i) \), where, \( i = 1, 2, \ldots, q \), is used to describe the set of samples of consistently normally received modes [12]. Conversely, if a situation arises where the received modal major mode energy is below the discrimination threshold, it is included in \( N_m(i) \), the set of samples of missing modes, and a sketch of the sampling segments for valid and missing modes is shown in Fig. 1.

![Sampling section diagram of effective mode and missing mode](image)

In Fig. 1, the \( N \) received modal samples are divided into a valid modal subset \( N_g \) and a missing modal subset \( N_m \). the \( N_g \) and \( N_m \) are represented using a matrix with the expression shown in Eq. (1):

\[
y_g = \begin{bmatrix}
y_{N_g(1)} \\
\vdots \\
y_{N_g(q)}
\end{bmatrix}, \quad y_m = \begin{bmatrix}
y_{N_m(1)} \\
\vdots \\
y_{N_m(q)}
\end{bmatrix}, \quad y = \begin{bmatrix}
y_g \\
y_m
\end{bmatrix}.
\]  

In Eq. (1), \( y_g \) and \( y_m \) are used to describe the data matrix in the normal reception mode and the missing mode, then \( y \) is meant to be the data of all the modes that should be received [13].

In response to the current situation of missing modes in the OAM modal data \( y \) acquired by the vortex radar, the use of existing super-resolution methods will result in low resolution and the inability to perform high partials, so in order to estimate the vortex radar azimuth spectrum more accurately, the missing mode sample \( y_m \) needs to be estimated in \( y_g \).
The gradient descent algorithm (GDA) is based on the sparsity of the target along the azimuthal spectrum, with the sparsity of the signal as the optimisation objective. Usually, the azimuthal spectral parametrization decreases exponentially and can be considered as 0 when it is below a certain threshold, while when it is above the threshold, the amount is the sparsity of the signal. The ideal fully sampled modal sample would result in a very low azimuthal spectral sparsity, while a modal deficiency would result in an increase in azimuthal spectral sparsity, which could be raised to the optimisation objective. The Adaptive Step Size Gradient Descent (ASSGD) algorithm can adaptively adjust the step size within each gradient descent cycle, thus improving the convergence and accuracy of the algorithm.

When the number of targets is smaller than the number of signal samples, the signal is considered to be sparse in the orientation domain. A sparse signal is able to be recovered from a small number of sample signals by a full signal. In practice, when the signal is represented as sparse in the transform domain, the sampled data is usually used as the observed data. GDA uses the lost sample signal as a variable, and the complete signal is diluted in the transform domain, i.e. the degree of sparsity obtained is reduced, by modifying the corresponding rule at each iteration for the lost sample data [14].

For missing modal data, GDA treats its normally received modal signal value as a constant and treats the sparsity of the signal as the optimisation objective. Denote the sparsity of the signal \( y \) by \( \| T[y] \|_1 \), where \( \| \cdot \|_1 \) is used to describe the matrix \( \ell_1 \) parametrization, and then \( T[\cdot] \) represents the linear transform, which is generally obtained by the discrete Fourier transform of the signal \( y \), or \( \| T[y] \|_1 = \| d f t y \|_1 \).

Firstly, the initial signal \( y \) will represent the data of the full pattern received, where the missing data \( y_m \) will be given an initial value of 0, and the initial iterative signal will be defined with the expression shown in Eq. (2):

\[
y^{(0)} = \begin{cases} y_R, & n \in N_R, \\ 0, & n \in N_m, \end{cases}
\]

(2)

where (0) is used to describe the first iteration of the algorithm [15]. Then, regarding the missing mode at \( N_m \), two signals, \( y_+ \) and \( y_- \), are formed at the \( i \)th iteration, and the expression for \( y_+ \) is shown in Eq. (3):

\[
y_+^{(i)}(n_j) = \begin{cases} y^{(i)}(n_j), & n \in N_g, \\ y^{(i)}(n_j) + \Delta \delta (n - n_j), & n \in N_m, \end{cases}
\]

(3)

where, \( n_j = 1, 2, \ldots, N \), and \( \Delta \) is a constant, which is used to determine whether the step size of the missing modal signal sample value should be increased or decreased during each iteration. Similarly, the expression for is shown in Eq. (4):

\[
y_-^{(i)}(n_j) = \begin{cases} y^{(i)}(n_j), & n \in N_g, \\ y^{(i)}(n_j) - \Delta \delta (n - n_j), & n \in N_m. \end{cases}
\]

(4)

Then, the difference of the gradient vector \( G = [G(0), G(1), \ldots, G(N)]^T \) is estimated, where the coordinate of this gradient vector is considered as a constant when it is on a normal sample of the received modal signal, so the value of the coordinate of this gradient vector is 0. Conversely, if the coordinate of the gradient vector is positioned on the sample point of the missing modal signal, it is solved as the difference of the signal sparsity. Then, during the \( i + 1 \)th iteration, the coordinates of the gradient vector are shown in Eq. (5):


\[ G^{(i+1)}(n_j) = \begin{cases} 
0, & n_j \in N_g, \\
\frac{\|T\{y^{(i)}_+\}\|_1 - \|T\{y^{(i)}_-\}\|_1}{2\Delta N}, & n_j \in N_m. 
\end{cases} \tag{5} \]

And the value of the signal \( y \) is corrected by the gradient vector \( G \) during the continuous iteration, the expression is shown in Eq. (6):

\[ y^{(i+1)} = y^{(i)} - \mu G, \tag{6} \]

where, \( \mu \) is used to describe the difference step at each iteration and is assigned the value \( \mu = 2\Delta \). Iteratively, the above steps are performed and the missing modal sampling values eventually converge to a sampling point in the modal domain with minimum sparsity; meanwhile, the performance of the algorithm depends on the parameter \( \Delta \).

When a sample point \( y(n_0) \) is a missing modal sample signal, the sparsity of the sample point varies with increasing step \( \Delta \) or decreasing step \( \Delta \) of the signal \( y(n_0) \) at the sample point [16]. Assuming that the exact value of the missing mode has been obtained, the form of the sparse signal in the modal domain can be expressed as Eq. (7):

\[ x(l) = \sum_{m=1}^{M} A_m e^{j2\pi l\varphi_m/L}. \tag{7} \]

Since the gradient vector is estimated using the difference of sparsity, the gradient with \( \ell_1 \)-paradigm is constant under conditions close to the optimality of the algorithm, so it cannot be solved with more accuracy than the step size \( \Delta \). Then when the initial step size is too large, the method is not accurate enough. If the initial step size is small, it leads to a large number of iterations, which results in inefficiency and wasted time. The best approach is the adaptive step size approach, where the step size is increased when the sparsity does not converge to a minimal point. The step size is reduced when the sparsity converges to a minima. That is, GDA recovers the missing modes as shown in Fig. 2.

![Fig. 2. GDA restoration process of missing modes](image)

3.2. Vortex electromagnetic wave radar super-resolution direction finding technique based on LMMSE for missing mode recovery

The results of GDA-based missing mode recovery are affected by the number of valid modes obtained, and if the number of obtained modes is small, the recovery results will be worse. In view of this, the study will recover the missing modes based on Linear minimum mean square error (LMMSE). First, a preliminary spectral estimation is performed based on the obtained effective modal data vector to obtain a coarse spectrum. Then, a linear relationship between the effective
and missing mode vectors is derived. Finally, the linear transformation of the valid modes is used to estimate the missing modes.

Two methods, IAA and SLIM, are used to obtain better orientation spectra with less OAM. On this basis, coarse spectral estimation is performed using these two methods, followed by linear estimation. This leads to modal recovery algorithms called Missing Modes Iterative Adaptive Apporach (MMIAA) based algorithm, Missing Modes Sparse Learning via Iterative Minimization (MMSLIM) algorithm. In particular, the process of the MMIAA recovery algorithm is shown in Fig. 3.

![Fig. 3. Process of MMIAA recovery algorithm](image)

As can be seen in Fig. 3, the iterative process needs to be repeated in the MMIAA recovery algorithm until the algorithm converges. Similarly, the process of the MMSLIM recovery algorithm is similar to Fig. 3.

To estimate the coarse spectrum using IAA in the effective mode, the azimuthal domain needs to be first decomposed into equally spaced $K$ grid points, assuming $\varphi_k$, and that $k = 1, 2, \ldots, K$ is the target scattering coefficient corresponding to that point in this azimuthal domain; usually, $K$ will take a larger value to obtain better azimuthal resolution [17]. Where the complete modal domain signal expression is shown in Eq. (8):

$$y = A\sigma + \eta,$$  \hspace{1cm} (8)

where, $\sigma$ is the target scattering coefficient and $\eta$ is meant to be the noise signal at the different modes [18]. The initial spectral estimation of the modal data can generally be performed using weighted least squares, then the spectral estimation at $\varphi_k$ is able to be converted to Eq. (9):

$$\min_{\sigma(\varphi_k)} [y_g - \sigma(\varphi_k)a_g(\varphi_k)]^H Q_g^{-1}(\varphi_k) [y_g - \sigma(\varphi_k)a_g(\varphi_k)].$$  \hspace{1cm} (9)

Solving for the partial derivatives of $\sigma$ enables a weighted least squares estimate to be obtained, with the expression shown in Eq. (10):

$$\sigma(\varphi_k) = \frac{a_g^H(\varphi_k) Q_g^{-1}(\varphi_k) y_g}{a_g^H(\varphi_k) Q_g^{-1}(\varphi_k) a_g(\varphi_k)}.$$  \hspace{1cm} (10)

By means of matrix inverse derivation, it is possible to obtain the Eq. (11):

$$a_g^H(\varphi_k) Q_g^{-1} = \frac{a_g^H(\varphi_k) R_g^{-1}}{1 - P_k a_g^H(\varphi_k) R_g^{-1} a_g(\varphi_k)}.$$  \hspace{1cm} (11)
Considering that all meshes require repeated calculations for $Q_g^{-1}$, to circumvent this phenomenon, Eq. (11) is substituted into Eq. (10) so that the number of times $R_g^{-1}$ needs to calculate the matrix inverse during each iteration is only one; and the expression for each iteration of $\sigma(\varphi_k)$ is obtained, as shown in Eq. (12):

$$\sigma(\varphi_k) = \frac{a^H_g(\varphi_k)R_g^{-1}y_g}{a^H_g(\varphi_k)R_g^{-1}a_g(\varphi_k)}.$$  \hspace{1cm} (12)

Because the complex amplitude at each grid point must be known in order to perform the calculation of $R_g^{-1}$, the $R_g$ can be assigned as a unit matrix when the initialization is performed. During subsequent iterations, the $\sigma$ estimated in the previous iteration is used continuously to calculate $R_g^{-1}$. If the difference between the results obtained from two adjacent iterations is below a certain threshold, then the iteration is terminated [19].

Once the coarse spectrum has been estimated from the obtained modal data, the missing modal data can be recovered from the coarse spectrum, i.e. by linear transformation of $y_g$. The expression is shown in Eq. (13):

$$y_m = Ty_g.$$  \hspace{1cm} (13)

Therefore, it is possible to estimate $y_m$ using linear minimization of mean square error, and the expression of mean square error of $y_m$ is shown in Eq. (14):

$$MSE(y_m) = E \left\{ (Ty_g - y_m)^H(Ty_g - y_m) \right\} \geq \text{Tr}\{R_m - R_{mg}R_g^{-1}R_{mg}^H\}.$$  \hspace{1cm} (14)

The equality sign in Eq. (14) can hold when $T = R_{mg}R_g^{-1}$. Then the root mean square error of $y_m$ can be optimally estimated at this time, and the expression is shown in Eq. (15):

$$y_m = \sum_{k=1}^{K} P_k a_m(\varphi_k) a^H_g(\varphi_k)R_g^{-1}y_g = \sum_{k=1}^{K} \left[P_k a^H_g(\varphi_k)R_g^{-1}y_g\right] a_m(\varphi_k).$$  \hspace{1cm} (15)

Eq. (15) shows that when the posterior $\sigma(\varphi_k)$ is calculated, $P_k$ can be found, and then multiplied with the numerator of the iterative equation, $y_m$ can be calculated [20].

4. Analysis of missing mode recovery results under vortex electromagnetic wave-based radar super-resolution lateralization technique

4.1. Simulation results of missing mode recovery based on ASSGD and LMMSE

Firstly, the missing mode recovery results based on ASSGD are analysed, and the missing modes are recovered using the gradient descent method, and simulation experiments are carried out. The computer system used in the experiment was Windows 8, and the programming tool was Python. The parameters of the simulation include: 10 GHz vortex EM signal frequency, 42 UCA array element diameter, the number of emitted OAM modes set to [25, 25], a total of 50 OAM modes, and a signal-to-noise ratio of 15 dB. The original signal is generated by setting two ideal number of emitted OAM modes set to [25, 25], a total of 50 OAM modes, and a signal-to-noise ratio of 15 dB. The original signal is generated by setting two ideal object scattering points on 50 and 70. Of the 50 modes, 20 were lost randomly, i.e., the mode-missing ratio was 40 %. Generally, with missing modes, there are many zero values in the received signal and the gradient descent method to recover the missing modes is shown in Fig. 4.

The experimental results show that GDA is able to recover the sample values of the missing modes very well. Their orientation spectra were obtained by performing FFT calculations on the original fully modal sample signal, the received signal in the missing mode, and the sample signal after recovering the mode, respectively. The results are shown specifically in Fig. 5.
Fig. 4. Comparison of sample values of restored mode and original mode

Fig. 5. Normalized azimuth spectrum of sample signal under three modes

Fig. 5 shows that the missing mode significantly affects the azimuthal spectrum, increasing the number of partials in the azimuthal spectrum significantly, and if the missing mode is restored, the effect of the partials is somewhat diminished.

The LMMSE-based missing modes are then simulated and analysed by first generating the vortex radar echoes of the missing modes and simulating them. The parameter settings during the simulation are the same as in Section 1, and out of 50 modes, 25 modes are lost randomly, i.e., the mode missing ratio is 50%. At the same time, the number of missing modes, the original signal
and the actual received signal with the missing modal data are significantly different. Using the MMIAA and MMSLIM algorithms, the sample data of the received missing modal signal was recovered and the results are shown in Fig. 6.

![Comparison of restored mode and original mode sample values by two methods](image)

**Fig. 6.** Comparison of restored mode and original mode sample values by two methods

As can clearly be observed in Fig. 6, both methods recover the sample values of the missing modes very well at a modal deficiency rate of 50%. And the MMSLIM algorithm outperforms the MMIAA algorithm in that the former recovers the sample values of the modes that are essentially identical to the values of the original signal.
The orientation spectrum of the original fully modal sample signal, the received signal in the missing mode, the modal sample signal after MMIAA recovery, and the modal signal after MMSLIM recovery were solved using the FFT method, and the results are shown in Fig. 7.

It can be found that the missing mode has a significant effect on the formation of the azimuthal spectrum. After the missing modes were recovered using MMIAA and MMSLIM, the side flaps of the azimuthal spectrum were significantly reduced compared to the missing modes, and the resulting azimuthal spectrum was basically the same as that of the full modal sample.

4.2. Algorithm performance analysis

Simulation experiments of the three algorithms under study are carried out for snail-rotation radar in a mode-deficient environment. The differences in the experimental results of the three algorithms under different simulation conditions are evaluated using metrics such as root mean square error of recovery accuracy, root mean square error of spectral estimation super-resolution after recovering the modalities, and combined with Monte Carlo random experiments to estimate RMSE and RMSE of recovery accuracy.

Simulation tests were carried out for ASSGD, MMIAA and MMSLIM to compare the effectiveness of the three methods in the case of modal deficiencies. The root-mean-square error of recovery accuracy, the root-mean-square error metric of super-resolution of spectral estimation after recovering the modalities are used for evaluation, and the RMSE and RMSE of recovery accuracy are estimated in conjunction with Monte Carlo random experiments.

First, the recovery accuracy of the ASSGD, MMIAA and MMSLIM algorithms is compared for different modal deficit ratios. The main simulation parameters are set in the same way as in Section 1. Also, from the 50 modes, a specific proportion of modes is selected and simulated for the case of missing modes. The modal missing ratios were set to 0-0.9, and the number of Monte Carlo experiments at all missing ratios was 100. The missing modes were also recovered using three algorithms and RMSE analysis was performed on the results recovered by the three algorithms and the results are shown in Fig. 8.

![Recovery Error RMSE vs Modal Loss Ratio](image_url)

Fig. 8. Recovery error of three algorithms under different modal loss ratios

Fig. 8 gives the missing ratios of the three methods for various modal missing ratios. It can be seen that the recovery accuracy of all three methods decreases as the modal missing ratio increases. In the case of obtaining the full modal sample, no recovery is required and the error is 0. The high recovery accuracy of MMSLIM is MMSLIM, MMIAA and ASSGD in descending order. At a modal missing ratio of 0.7, the recovery error RMSE for MMSLIM, MMIAA and ASSGD are 0.16, 0.31 and 0.82 respectively, while at a model missing ratio of 0.9, ASSGD was unable to recover the missing modal data.

Based on this, the study proposes to use three modal recovery methods. The vortex radar azimuth spectrum is calculated using the radar echo data under modal deficiency and the echo...
data after modal recovery, respectively. The mathematical model of the vortex radar azimuth spectrum is also established using the RMSE of the azimuth angle to the original target as the evaluation criterion. To address the problem that the accuracy of the above method will drop significantly after the modal loss ratio reaches 0.7, the study set the modal loss ratio between 0 and 0.7, 100 Monte Carlo random trials, each round of experiments set two random targets with azimuth interval of 10, the signal-to-noise ratio is 15dB, the simulation results are shown in Fig. 9.

![Fig. 9. Estimated RMSE of target orientation after modal restoration by three algorithms under different modal loss ratios](image)

In Fig. 9, it can be seen that the modal loss has a significant impact on the directional accuracy of the vortex radar, while the recovered directional accuracy is improved to some extent by using various modal recovery methods. The difference between the directional accuracy recovered by the MMSLIM method and that recovered by the MMSLIM method is not significant. The recovery accuracies of the three algorithms were then calculated for different signal-to-noise ratios. The aim of this experiment is to evaluate the RMSE of the various methods for vortex radar recovery at different S/N ratios. The total number of OAM modes is set to 50, the modal loss ratio is set to 0.7, the S/N ratio is increased by 5 dB for every 5 dB from −5 to 30 dB, and the number of Monte Carlo experiments at each S/N ratio is 100.

![Fig. 10. Recovery RMSE of three algorithms under different SNR](image)

The simulation results are shown in Fig. 10, where, overall, the recovery error of each method decreases as the signal-to-noise ratio increases, and its accuracy improves. Furthermore, when the modal missing ratio is 0.7, each method can recover the missing modes at different levels, with the MMSLIM algorithm having the best results. Similar to the above simulation tests, the accuracy of the target orientation estimation after modal recovery was simulated by setting the modal missing ratio to 0.7 at −5 to 30 dB. The Monte Carlo tests were repeated 100 times for different
signal-to-noise ratios, with randomised azimuths for each test subject.

Fig. 11. Estimation of target bearing RMSE after modal recovery under different signal-to-noise ratios

From the simulation results in Fig. 11, it can be seen that the accuracy of the azimuth estimation continues to increase as the signal-to-noise ratio continues to increase, but the RMSE through modal recovery is better than the accuracy in the missing modal case. When the S/N ratio is at [–5, 10] dB, the overall data quality is average. And at reaching 15 dB or more, the conditions of the algorithm can be met and the curve becomes smoother. The accuracy of the three algorithms was analyzed, and the results are shown in Fig. 12.

Fig. 12. Accuracy analysis of three algorithms

From Fig. 12, it can be seen that as the signal-to-noise ratio continues to increase, the prediction accuracy of the three algorithms decreases. However, overall, the prediction accuracy of the three algorithms is MMSLIM, MMIAA, and ASSGD from high to low.

Table 1. Analysis results of three algorithms

<table>
<thead>
<tr>
<th>Number</th>
<th>Project</th>
<th>MMSLIM</th>
<th>MMIAA</th>
<th>ASSGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Modal missing ratio 0.7</td>
<td>0.16</td>
<td>0.31</td>
<td>0.82</td>
</tr>
<tr>
<td>(2)</td>
<td>Recovery error under different signal-to-noise ratios</td>
<td>0.1</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>(3)</td>
<td>Accuracy of azimuth estimation</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

The results of the above simulations show that the three algorithms are in the order of MMSLIM, MMIAA and ASSGD in terms of the recovery accuracy of the missing modes, the accuracy of the recovered azimuth resolution and the complexity of the algorithm, while the results of the three algorithms are in the order of ASSGD, MMIAA and MMSLIM in terms of the recovered azimuth spectral parametrization level.
The analysis results of the three algorithms are shown in Table 1.

5. Conclusions

Eddy electromagnetic waves can improve the spectrum utilisation of a communication system and can also increase the channel capacity of the system. However, in real situations, the scattered signal between some modes of the vortex wave and the object under test is attenuated, resulting in a missing signal mode. This in turn reduces the azimuthal spectral resolution and prevents a high-resolution image of the target from being obtained. In view of this, a missing mode recovery algorithm based on LMMSE theory is proposed. Firstly, the scenario of missing modalities in a vortex radar is investigated and the missing modal is recovered based on the adaptive step GDA. It is demonstrated experimentally that the method proposed in the study can obtain good recovery results when the modal loss is small. Afterwards, the LMMSE method is used to transform the missing modes into a linear relationship between the effective modes, and the LMMSE method is used to achieve a fast estimation of the missing modes, and the recovery accuracy of the various methods is analysed and compared. It is experimentally verified that the proposed method outperforms the vortex radar in terms of orientation resolution capability when the modes are missing. At the same time, the number of required modes is reduced by using the OAM mode selection, thus reducing the computational complexity of the vortex radar and providing some guidance for the development of azimuthal super-resolution techniques for vortex radar. The recovery accuracy of ASSGD, MMIAA and MMSLIM all decrease with the increase of the mode-missing ratio, and the accuracy of all three decreases significantly after the mode-missing ratio reaches 0.7. When the modal missing ratio is 0.7, each method can recover the missing modes at different levels, and the MMSLIM algorithm has the best results. However, all targets set in this experiment are ideal point targets, and further research is needed to include scene reconstruction of complex targets.
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