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Abstract. Signal detection has a wide range of practical applications. Compared with traditional 
weak signal detection, the nonlinear effect of noise in the bistable system is typical and easy to 
extend, so bistable stochastic resonance detection technique has a wider applicability. In this 
paper, the multi-frequency weak signals detection based on under-sampling bistable stochastic 
resonance is studied. Based on the theory of bistable stochastic resonance, a simulation model is 
established to simultaneously detect multiple low-frequency weak signals. The spectrum of input 
and output signals is obtained through numerical simulation calculation, and the system 
characteristics are analyzed. When the large parameter signal does not meet the adiabatic 
approximation theory, the appropriate sampling coefficient can be selected to directly 
under-sample the input signal to make it conform to the conditions, and then the scale inverse 
transformation can be carried out. Finally, combined with the simulation analysis, the correctness 
of the under-sampling bistable stochastic resonance system to detect the multi-frequency weak 
signals is verified, the sampling rate is reduced, and the complexity is effectively decreased. 
Keywords: weak signal detection, bistable stochastic resonance, under-sampling, signal-to-noise 
ratio, spectral analysis. 

1. Research background 

Noise interferes with digital signal systems, such as communications, control, autopilot and 
other electronic systems. In the field of signal detection, researchers have been looking for new 
techniques to separate signal from noise, to overcome the negative impact of noise on the system, 
so as to extract signal. It is relatively difficult to detect the weak signal submerged by noise, which 
generally requires the use of electronic information theory and related mathematical methods. In 
the field of digital signal processing, the main detection methods include time domain average 
method, filtering technology, wavelet transform, chaos theory and Wiener filter etc. In the 
previous research, almost all weak signal detection techniques were studied under the premise of 
how to eliminate noise, but the stochastic resonance theory provides a new research idea and 
method. 

Stochastic resonance theory was first proposed by Benzi [1] etc. in the study of 
paleo-meteorological glaciers that occur periodically, which was used to explain the periodic 
alternation between ice ages and warm periods in the Earth's climate. In 1983, Fauve and Heslot 
[2] confirmed the existence of stochastic resonance in the study of Schmitt flip-flop circuit with 
bistable characteristics. Subsequently, McNamara and Wiesenfeld [3] confirmed the existence of 
stochastic resonance again in ring lasers and calculated the output SNR of the system. The results 
showed that stochastic resonance could improve the output SNR of the system. There are many 
measures of stochastic resonance, such as the signal-to-noise ratio (SNR), signal-to-noise ratio 
improvement (SNRI) and dwell time distribution of periodic stochastic resonance, the coherence 
function and correlation coefficient of aperiodic stochastic resonance, among which SNR and 
SNRI are the most commonly used measurement indicators. Classical bistable stochastic 
resonance systems include adiabatic approximation theory, dwell time distribution theory and 
linear response theory. Non-classical ones include linear response theory proposed by Dykman 
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[4], Hu Gang [5] put forward to perturbation theory of eigenvalues, and stochastic resonance 
theory under the condition of non-adiabatic approximation [6-7]. 

It is a new technique to apply stochastic resonance to weak signal enhancement detection. In 
the 1990s, the principle of stochastic resonance was first applied to detect weak signals. At the 
beginning, people mainly extracted the characteristic information of weak periodic signals by 
adjusting the noise intensity to produce stochastic resonance in the system. In 1996, Bulsara and 
Gammaitoni [8] proposed adaptive stochastic resonance, emphasizing the idea of adjusting system 
parameters to generate stochastic resonance and its importance in signal processing. 

With the rise of artificial intelligence, various intelligent algorithms and stochastic resonance 
have been combined to detect weak signals, such as Sparrow Search Algorithm [9]; Artificial-Fish 
Swarm Algorithm [10]; Adaptive stochastic resonance [11-12]; Adaptive scaling method [13], etc. 
which have achieved good results and realized weak signal enhancement. Chen Liang and Wang 
Xun [14] proposed an algorithm combining DBZP method and adaptive stochastic resonance, 
which significantly improved the SNR, eliminated the influence of bit and NH code hopping of 
the Beidou II navigation data, and realized the acquisition sensitivity of the Beidou II satellite 
under weak signals. 

Weak feature signal detection under noise background is a common problem in many 
engineering application fields [15-17]. In this article, the theoretical model of bistable stochastic 
resonance is analyzed, and a stochastic resonance model for detecting multi-frequency weak 
signals is constructed. The correctness of under-sampled multi-frequency weak signals detection 
method of bistable stochastic resonance is verified by Matlab simulation experiments. 

1.1. Stochastic resonance model 

In general, stochastic resonance model can be divided into three parts: input signal; noise; 
nonlinear system. When the nonlinear system is subjected to the synergistic effect of the input 
signal 𝑠ሺ𝑡ሻ and noise Γሺ𝑡ሻ, reach or exceed a certain threshold system, the noise energy can 
enhance the signal energy, and stochastic resonance phenomenon appears. 

 
Fig. 1. Stochastic resonance model diagram 

1.2. Bistable system 

The common nonlinear systems include heterodyne stochastic resonance model, multi-scale 
noise regulation model, bistable stochastic system model and adaptive stochastic resonance model, 
among which the bistable stochastic system model is widely used in many research fields, such as 
physics, chemistry and communication, etc. Secondly, the research results of bistable system are 
still suitable for multi-stable system such as three-stable and four-stable. When the system inputs 
signals and noise, neither energy is generated nor consumed. It is only transmitted between the 
input signal and noise, and ultimately between the output signals. The bistable stochastic 
resonance model can easily improve the SNR by adjusting intensity and system parameters. 

Given a bistable system affected by white noise Γሺ𝑡ሻ and external periodic driving forces 𝐴cosΩ𝑡, the Langevin equation is following: 𝑑𝑥𝑑𝑡 ൌ 𝑎𝑥 − 𝑏𝑥ଷ ൅ 𝐴cosሺ𝜔𝑡ሻ ൅ Γሺ𝑡ሻ, (1)
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where, the statistical properties of white noise are 〈Γ(𝑡)〉 = 0, and 𝐸ሾΓ(𝑡)Γ(𝑡 + 𝜏)ሿ = 2𝐷𝛿(𝜏), 𝐴cos𝜔𝑡 is the external periodic driving force. The nonlinear external force field 𝑓(𝑥) = 𝑎𝑥 − 𝑏𝑥ଷ 
is introduced into the above equation, and the potential function is Eq. (2): 𝑉(𝑥) = 14 𝑏𝑥ସ − 12𝑎𝑥ଶ, (2)

where, 𝑥௠ = ±(𝑎/𝑏)ଵ/ଶ respectively, are the two stable equilibrium points of Eq. (2), which are 
separated by a barrier of high Δ𝑉 = 𝑎ଶ 4𝑏⁄ . The analysis shows that when the amplitude of the 
input signal is greater than the threshold value 𝐴௖ = ඥ4𝑎ଷ 27𝑏⁄ , the particle can cross the barrier. 

It is difficult to calculate the macro equation of this formula by statistical averaging of 
nonlinear systems. Considering that the noise has a certain energy, under appropriate conditions, 
the active Brown particles will break through the binding of the potential barrier under the effect 
of the noise energy, realize the energy transfer, increase the output SNR, and appear Stochastic 
resonance phenomenon. When a bistable system is subjected to both signal and random noise, the 
output SNR can be improved by adjusting the system parameters. 

The probability distribution function in Eq. (1) is 𝜌(𝑥, 𝑡), and the FPE equation of the 
probability distribution function is as below: 𝜕𝜌(𝑥, 𝑡)𝜕𝑡 = − 𝜕𝜕𝑥 ሾ(𝑎𝑥 − 𝑏𝑥ଷ + 𝐴cos𝜔଴𝑡)𝜌(𝑥, 𝑡)ሿ + 𝐷 𝜕ଶ𝜕𝑥ଶ 𝜌(𝑥, 𝑡). (3)

Eq. (3) is a second-order partial differential equation, here 𝜌(𝑥, 𝑡) is a Markov process, and 
the initial condition in the equation is 𝜌(𝑥, 𝑡଴|𝑥଴, 𝑡଴) = 𝛿(𝑥 − 𝑥଴), on the right side, there are 
terms − డడ௫ [𝐴cos𝜔଴𝑡𝜌(𝑥, 𝑡)], so the analytical results of the system cannot be found, and the 
following research will carry out numerical simulation. 

1.3. SNR and SNRI 

In order to quantitatively characterize the relationship between input signal and noise in the 
detection system, SNR and SNRI are important indicators to study the detection system. The SNR 
refers to the ratio of the effective value S of a signal to the effective value N of noise, reflecting a 
ratio relationship between signal components and noise components. The expression is: 

𝑆𝑁𝑅 = lim୼ఠ→଴ ׬ 𝑆ఠା୼ఠఠି୼ఠ (𝜔)𝑑𝜔𝑆ே(𝜔) , (4)

where 𝑆(𝜔) is power spectral density, 𝑆ே(𝜔) is the noise intensity. Usually, the output SNR is a 
local value, it can be maximized by adjusting the system parameters and noise intensity. Therefore, 
how to improve SNR is the key to signal detection. The ability of a system to suppress noise is 
usually measured by SNRI, which 𝑆𝑁𝑅௚௔௜௡ = 𝑆𝑁𝑅௢௨௧/𝑆𝑁𝑅௜௡

 
is an expression for SNRI. 𝑆𝑁𝑅௢௨௧ 

is the SNR of the output signal. The larger SNRI of the input signal, the stronger the system's 
ability to suppress noise. In this paper, the SNR is used to describe the Stochastic resonance 
phenomenon. Based on the adiabatic approximation theory and the output power spectrum of the 
system, the approximate expression of the output SNR of Eq. (1) is as below [18]: 

𝑆𝑁𝑅 = √2𝑎ଶ𝐴ଶ𝑒ି୼௏/஽4𝑏𝐷ଶ = √2Δ𝑉 ൬𝐴𝐷൰ଶ 𝑒ି୼௏஽ . (5)

Here, we take 𝑎 = 𝑏 = 1, the potential barrier Δ𝑉 = 0.25. Fig. 2 shows the numerical 
calculation results of Eq. (5). It can be seen that when other parameters and noise intensity of are 
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constant, an increase in signal amplitude can bring about a higher output SNR; When other system 
parameters and signal amplitude are fixed, as the noise intensity increases, the SNR in Fig. 2 shows 
a trend of first rapidly increasing and then gradually decreasing. 

 
Fig. 2. SNR with noise intensity 𝐷 under different signal amplitudes 

2. Numerical analysis of multi frequency weak signal detection based on bistable Stochastic 
resonance 

2.1. Power spectrum of noise response 
According to the adiabatic approximation theory, the power spectrum of pure noise response 

in a bistable system is as follows [19]: 

𝑆(𝑓) = 2√2 𝑎ଶ𝑏ଶ𝜋 exp ቈ− 𝑎ଶ4𝐷𝑏ଶ቉ ቊ 𝑎ଶ𝑏ଶ𝜋ଶ exp ቈ− 𝑎ଶ2𝐷𝑏ଶ቉ + 2𝜋ଶ𝑓ଶቋ൘ , (6)

where 𝑓 = ଵ் = ௔√ଶగ௕ exp ቀ− ௔మସ஽௕మቁ is the average first-pass frequency, substitute into Eq. (6), and 
simplify: 𝑆(𝑓) = 2𝑎𝑏(1 + 𝜋ଶ)𝑓. (7)

The power spectrum of the noise response decreases with the increase of frequency in a 
hyperbolic function curve, indicating that the noise spectrum energy is concentrated in the 
low-frequency band. In this paper, Matlab software is used to calculate and analyze the detection 
of multi frequency weak signals according to the fourth-order Runge-Kutta algorithm.  

2.2. Stochastic resonance of multi frequency weak signal superposition 

The simulation model of the single-frequency weak signal system is improved, and the signals 
are extended to three signals, and then the appropriate system parameters 𝑎, 𝑏 and noise intensity 𝐷 are selected for simulation experiments, where 𝑎 = 1, 𝑏 = 1, 𝐷 = 0.5, sampling frequency is 
10 Hz, the threshold of the system is 𝐴௖ = ඥ4𝑎ଷ 27𝑏⁄ ≈ 0.3849, take the input multi-frequency 
cosine signal amplitude 𝐴௜ = 0.5, 𝑠(𝑡) = ∑ 𝐴௜ଷ௜ୀଵ cos(2𝜋𝑓௜𝑡).The frequencies are 𝑓ଵ= 0.01 Hz, 𝑓ଶ = 0.03 Hz, and 𝑓ଷ = 0.05 Hz in turn. The spectrum diagrams of signal input and output are 
shown in Fig. 3 and Fig. 4. 

As can be seen from time domain/spectrum diagram of the output of three signals in Fig. 4, 
stochastic resonance phenomenon appears in the system. Signals in the low-frequency 



MULTI FREQUENCY WEAK SIGNALS DETECTION BASED ON UNDER-SAMPLING BISTABLE STOCHASTIC RESONANCE.  
FANG JIAQI 

1646 ISSN PRINT 1392-8716, ISSN ONLINE 2538-8460  

concentrated region are significantly amplified when passing through the bistable stochastic 
resonance system, while signals in the relatively high frequency region are relatively weak, and 
the energy of noise spectrum is concentrated in the low-frequency signal section, which further 
verifies the rule given by Eq. (7). 

 
Fig. 3. Time domain/spectrum diagram of three input signals 

 
Fig. 4. Time domain/spectrum diagram of the output of three signals 

3. Multi frequency weak signal detection model  

3.1. The theoretical principle of under-sampling stochastic resonance 

The premise of application of adiabatic approximation theory is low frequency weak signal. 
When large parameter signal is encountered in signal detection, it cannot meet the requirements 
of adiabatic approximation theory. To overcome this limitation, a weak signal detection model 
based on under-sampling stochastic resonance is proposed in this paper. 

According to the weak signal detection method principle of under-sampling stochastic 
resonance, the large parameter signal is under-sampled by appropriate scale coefficients, so that 
the under-sampling signal is still a periodic signal, and its frequency conforms to the adiabatic 
approximation theory. Then, the weak sampled signal is detected through stochastic resonance 
effect. in the end, the scale inverse transformation of the under-sampled signal is carried out to 
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realize the recovery of the large parameter signal. Different from other scaling methods, this 
algorithm directly under-samples the input signal, which will reduce the sampling rate and 
complexity. which is widely applied and easy to implement. 

3.2. Weak signal detection algorithm based on under-sampling stochastic resonance 

The frequency of the input signal with a large parameter of single is 𝑓, the initial phase is  𝜙଴ = 0, the under-sampling scaling coefficient is 𝑁, the corresponding sampling interval is 
defined as 𝑇௦ = 1/(𝑁𝑓 + 𝑓), and the under-sampling sequence is Eq. (8): 𝑠௡ = 𝐴cos(2𝜋𝑓௦𝑡),    𝑛 = 1,2,3,⋯, (8)

where 𝑓௦ = 𝑓 (𝑁 + 1)⁄ . This is obvious that the under-sampled signal 𝑠௡ in Eq. (8) is still a 
periodic signal. When the frequency of the input signal 𝑓 does not meet the constraints of the 
adiabatic approximation theory, an appropriate under-sampling scale factor 𝑁 can be selected to 
transform high-frequency input signal into a smaller parameter. According to stochastic resonance 
theory, when the input signal and noise synergize to produce stochastic resonance, the output 
signal is a similar cosine signal 𝑠௡. For the under-sampled signal, the output signal is solved 
numerically using a fourth-order Runge-Kutta discretization method. The approximate expression 
is given in Eq. (9) [20]: 𝑠′௡ = 𝐴ᇱcos(2𝜋𝑓௦𝑡) + 𝜊൫𝐴ᇱcos(2𝜋𝑓௦𝑡 + 𝜑)൯ + 𝑛ᇱ(𝑡) ≈ 𝐴ᇱcos(2𝜋𝑓௦𝑡) + 𝑛ᇱ(𝑡), (9)

where 𝐴′ is the amplitude of the output signal, and 𝜑 is the additional phase difference generated 
by the nonlinear processing time delay. Therefore, according to the previous method, frequency 
spectrum can be analyzed to extract the under-sampling signal frequency 𝑓௦. The frequency of the 
original input signal can be restored by formula 𝑓 = 𝑓௦ × (𝑁 + 1). 

3.3. Simulation result  

Based on the previous weak signal detection method and principle analysis of under-sampling 
stochastic resonance, the signals with large parameters are first under-sampled at an appropriate 
sampling rate, So that they are still periodic and meet the theoretical conditions of adiabatic 
approximation. Now select the input signals. 𝑠(𝑡) = ∑ 𝐴௜ଷ௜ୀଵ cos(2𝜋𝑓௜𝑡), system parameter 𝑎 = 1, 𝑏 = 3, 𝐴௜ = 0.5, 𝑓ଵ = 5 Hz, 𝑓ଶ = 25 Hz, 𝑓ଷ = 45 Hz, 𝐷 = 0.6, sampling frequency 𝑓௦ = 10 Hz, 𝑁 = 500. 

 
Fig. 5. Noiseless/noise signals with mixed frequency input 
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Fig. 6. Spectrum of the input under-sampling and noisy mixed frequency signal 

According to the requirements of the sampling interval of under-sampling, select scale 
transform coefficient 𝑁 = 500, and then the under-sampling signal is analyzed by FFT spectrum. 
It is found that the useful signal is almost completely drowned out by noise, and the 
multi-frequency mixed signal cannot be recognized.  

 
Fig. 7. Time domain/spectrum diagram of the output signal after under-sampling 

As can be seen in Fig. 7, the stochastic resonance phenomenon appears in the nonlinear bistable 
system. Within the allowable error range, the amplitude of the output signal has obvious spectral 
peaks at the three frequencies, which are 𝑓ଵ = 0.0098 Hz, 𝑓ଶ = 0.049 Hz, 𝑓ଷ = 0.09 Hz in turn, 
and the signals to be detected can be successively restored by using the formula 𝑓 = 𝑓௦ × (𝑁 +1), so that the multi-frequency 𝑓ଵ = 4.91 Hz, 𝑓ଶ = 24.55 Hz, 𝑓ଷ = 45.09 Hz, mixed signals 
submerged in high noise at the input can be detected and identified one by one. Then it is verified 
that the high multi-frequency weak periodic signal in the white noise is detected based on under-
sampled stochastic resonance. 
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4. Conclusions 

The above simulation experiments show that the low frequency weak signals satisfying the 
adiabatic approximation theory can be detected by choosing the appropriate parameters of the 
bistable nonlinear system. For high frequency weak signals, multi-frequency weak signals can 
also be detected based on the under-sampled stochastic resonance method, which reduces the 
sampling rate and complexity. 
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