Research on automatic detection of gradual fault of high voltage electric energy metering transformer based on fuzzy rough set and whale optimization algorithm
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Abstract. Based on fuzzy rough set and whale optimization algorithm, the automatic fault detection method of high-voltage electric energy metering transformer is studied to improve the fault diagnosis effect and efficiency. On the basis of constructing the mathematical model of gradual fault of high-voltage electric energy metering transformer, the fuzzy rough set theory is used to reduce the data attributes of fault samples, eliminate similar attributes, determine the minimum fault feature set, and complete the fault feature selection, which is used as the input of the fault detection model based on Whale Optimization Algorithm-based Support Vector Machine (WOA-SVM). After the kernel parameters and penalty factors of SVM are optimized by whale optimization algorithm, the type of gradual fault of high-voltage electric energy metering transformer is identified. The experimental results show that the reduced fault attributes are distributed differently in the sample data, and the fault detection accuracy can be improved by 9.5 % through fault feature selection. The fault diagnosis model with Gaussian radial basis function, kernel parameter of 0.05 and penalty factor of 10 has the best performance. This method can identify the gradual fault types of high-voltage electric energy metering transformers, and the fault diagnosis effect is outstanding.
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1. Introduction

As an important metering and relay protection equipment in power system, high-voltage electric energy metering transformer mainly provides primary current information for electric energy metering and relay protection [1] in the station, and its technical level and quality are directly related to the accuracy of current information measurement. Once the high-voltage electric energy metering transformer fails, it will bring great influence on the safe and reliable operation of substation [2]. With the rapid development of smart grid and the continuous improvement of current transmission level, some problems have been exposed in the reliability of high-voltage electric energy metering transformers [3]. In practical work, the high-voltage electric energy metering transformer will be affected by many factors such as temperature and vibration, and its reliability will be reduced. Lossy devices such as optical devices and electronic devices used in high-voltage electric energy metering transformers will gradually deteriorate in the harsh environment of substations for a long time [4]. On the other hand, the short-circuit fault, grounding fault and the interference caused by the switching operation of substation will also have an impact on the high-voltage electric energy metering transformer [5]. These factors will lead to the decline of measurement accuracy of high-voltage electric energy metering transformers, and even lead to serious failures. When the high-voltage electric energy metering transformer has a gradual fault, the output signal will drift slightly. It is of great significance to analyze the output signals at different fault stages and extract the fault characteristics that characterize the gradual fault...
A new fault diagnosis method based on memory spike neural network proposed by Cabrera L. V. et al. can distinguish between real faults and false faults caused by measurement tampering attacks, and effectively reduce the fault diagnosis range by finding suspicious fault sections under the condition of determining the existence of real faults, but this method is affected by model parameters and fails to achieve outstanding detection results [7]; Nguyen T. N. and others use artificial neural network to diagnose equipment faults, but the convergence speed of this network is slow and it is easy to fall into local optimal problems [8]; Althubaiti A. et al. studied the early fault diagnosis method of equipment in order to reduce the maintenance cost and prolong the service life of equipment. After extracting the fault features by decomposing the output signal of equipment in time and frequency domain, support vector machine was used to identify the fault type. A large number of redundant information in the fault signal of equipment was the main reason for the low fault diagnosis accuracy [9]. Kazemi Z. et al. estimated the three-phase current in the primary winding of the transformer by using the extended Kalman filter, but when the transformer fails, the estimated current will contain a large number of residual signals, and the estimation error covariance matrix is used as the basis for fault location and identification, and the transformer fault diagnosis is completed by support vector machine, which has the problem of low fault diagnosis accuracy [10]; Illias H. A. et al. proposed to optimize the fault diagnosis model based on support vector machine based on mixed feature selection of transformer fault signals, but the convergence speed of the optimization model was too slow [11]. Rough set theory has been widely used in data mining in recent years [12]. Rough set can realize data attribute reduction only by the influence of attribute data on sample labels when the qualitative relationship between attributes is unknown, but its structured information representation also causes its limitations [13]. (Fuzzy rough sets, FRS) optimizes rough sets through fuzzy similarity relation, and the two can complement each other well, thus completing the determination of the minimum fault feature set [14]. Whale optimization algorithm is a new intelligent optimization algorithm inspired by humpback whales' predation behavior, which has the characteristics of simple structure and fast convergence. Compared with traditional optimization algorithms, whale optimization algorithm has stronger global optimization ability [15]. Therefore, this paper studies the automatic fault diagnosis method of high-voltage electric energy metering transformer based on the fuzzy rough set and whale optimization algorithm, which improves the fault detection effect and efficiency. Based on the progressive fault mathematical model of high-voltage power metering transformer, fuzzy rough set theory is used to reduce the attribute of fault sample data, and the fault feature selection is realized by eliminating similar attributes and determining the minimum fault feature set, which is used as the input of the fault detection model based on WOA-SVM. At the same time, Whale optimization algorithm is used to optimize the kernel parameters and penalty factors of support vector machine to realize the identification of progressive fault types of high-voltage power metering transformers.

2. Automatic detection of gradual fault of high-voltage electric energy metering transformer

2.1. Mathematical model of gradual fault of high-voltage electric energy metering transformer

As an important measuring and sensing equipment in the power grid, the reliability of high-voltage electric energy metering transformer will affect the safe and stable operation of the power grid. The faults of high-voltage electric energy metering transformer can be divided into sudden faults and gradual faults, among which the signal change rate of sudden faults is large, and its output signal will change obviously when faults occur, which is easy to diagnose. The signal of gradual fault changes slowly, which is not easy to be found by conventional monitoring methods. With the deepening of fault degree, it may cause great harm and affect the safe operation of power grid. Therefore, this paper studies the gradual fault detection method of high-voltage
electric energy metering transformer to ensure the safe and stable operation of the power grid.

2.1.1. Drift deviation fault

The sensor head of the high-voltage electric energy metering transformer is easily influenced by temperature, which leads to the deterioration of the performance of optical or electronic components and the drift of the measured value with time. It is defined as the drift deviation fault, which is described by the following Eq. (1):

\[ f_t = \lambda (t - t_s), \tag{1} \]

where: the signal drift fault coefficient is expressed as \( \lambda \), which is a constant; any time after the failure is expressed as \( t \), the starting time of the fault is expressed as \( t_s \).

2.1.2. Variation deviation fault

Due to the influence of temperature or aging on magneto-optical materials, the transformation ratio changes suddenly, which leads to the distortion of the output signal of high-voltage electric energy metering transformer, which is called transformation ratio fault. This kind of fault is characterized by that the frequency and phase of the measured value are consistent with the normal waveform, but the amplitude changes in proportion. This kind of fault signal can be described by the following Eq. (2):

\[ f_t = \delta \chi \sin (\omega t + \varphi). \tag{2} \]

Among them: \( \delta \) is a constant, and the true current amplitude is \( \chi \), and true angular frequency and phase are expressed as \( \omega, \varphi \), the measurement time is expressed as \( t \).

From the above analysis, it can be seen that the measurement deviation of high-voltage electric energy metering transformer is mainly caused by drift deviation and ratio deviation fault. Because the free noise and system deviation have been dealt with inside the protection device, this paper only considers drift deviation fault and ratio deviation fault, and the mathematical model of high-voltage electric energy metering transformer fault is as follows:

\[ I_t = I \sin (\omega t + \varphi) + f_t, \tag{3} \]
\[ U_t = U \sin (\omega t + \varphi) + f_t, \tag{4} \]

where: the output current and voltage signals of the high-voltage electric energy metering transformer are expressed as \( I_t, U_t \), the corresponding actual amplitudes are respectively \( I, U \); Gradual fault deviation is expressed as \( f_t \). For different fault types, there is a functional form corresponding to Eq. (1) or (2).

At the initial stage of gradual fault, the difference between the output signal of faulty equipment and the output signal of normal equipment is small, which has little influence on the stability of power grid operation. With the passage of time, the degree of fault gradually deepens, and when a serious fault occurs, it will cause serious harm to the safe operation of the power grid. Different from abrupt fault, the gradual fault of high-voltage electric energy metering transformer can be accurately judged by analyzing its output signal characteristics, so as to eliminate the fault as soon as possible.

2.2. Selection of gradual fault characteristics of high-voltage electric energy metering transformer based on fuzzy rough set

The influencing factors of gradual failure of high-voltage electric energy metering transformer are complex, and the number of fault sample data attributes is large, which leads to long data
processing time and is not conducive to fault classification. Because there are a large number of similar attributes in fault data, and these similar attributes have similar effects on the results of fault classification, the difference is minimal, so the subsequent data classification can be carried out through fault attribute reduction, that is, a main attribute replaces the similar attributes. The fuzzy rough set algorithm is used to reduce the fault data, and the fault features of the fault data are selected. By selecting the fault features, the minimum fault feature attribute set of the data is obtained, which can improve the speed of subsequent fault diagnosis.

2.2.1. Fuzzy rough set attribute reduction algorithm

For vague and incomplete information, rough set can describe the data in the boundary area only through sample data without any prior information outside the data set. Attribute reduction through rough set and selection of effective fault features can reduce data dimension and unnecessary conditional attributes, thus simplifying calculation and reducing the complexity of fault diagnosis model.

Both fuzzy sets and rough sets can describe the uncertainty of data information. Compared with fuzzy sets, which need to subjectively determine the membership degree by expert experience, rough sets are more objective and convincing in describing data. However, the structure of rough sets itself also brings some limitations, and the vague concepts are too simple to describe, and there is no mechanism to deal with uncertain original data [16]. Rough set based on fuzzy dependence is a simple and reliable attribute reduction algorithm, which can combine the advantages of rough set and fuzzy set, study the upper and lower approximations of rough set through fuzzy approximation relationship, and use fuzzy rough set to reduce attributes to describe the data set more accurately [17].

Set \( K = (U, R) \) is a fuzzy approximate space, \( R \) is the fuzzy equivalence relation on universe \( U \), attribute set \( A = CUB \), \( C \) is a conditional attribute set, \( B \) is the decision attribute set. Using attribute sets \( A \)'s fuzzy set of \( \tilde{A} \) to describe fuzzy decision-making \( F \), for any element \( x \) in \( U \), \([x]_R\) is its relationship equivalent classes in \( R \), \( \mu_{\tilde{A}}(y) \) is membership of object \( y \) to fuzzy sets \( \tilde{A} \) and the lower approximate membership function description Eq. (5) is:

\[
\mu_{\tilde{A}(F)}(x) = \inf_{x \in R} \mu_{\tilde{A}}(y) \forall y \in [x]_R. 
\]

(5)

The description Eq. (6) of the upper approximate membership function is:

\[
\bar{\mu}_{\tilde{A}(F)}(x) = \sup_{x \in U} \mu_{\tilde{A}}(y) \forall y \in [x]_R. 
\]

(6)

\( \tilde{A}(F) \) is in a fuzzy approximation space of the fuzzy rough sets based on \( K \). \( \mu_{\tilde{A}(F)} \) indicates that it definitely belongs to the membership of \( \tilde{A}(F) \), \( \bar{\mu}_{\tilde{A}(F)} \) indicates that it might belong to the membership degree of \( \tilde{A}(F) \).

Construct the decision table of \( CB \), the Eq. (7) of membership degree belonging to fuzzy positive domain of \( x \) is:

\[
\mu_{POS_C(B)}(x) = \sup_{x \in U} \mu_{C(B)}(x). 
\]

(7)

According to the fuzzy positive domain, the ambiguous dependence of the decision attribute \( B \) on the conditional attribute \( C \) can be obtained, the calculation Eq. (8) is:

\[
\gamma_C(B) = |U|^{-1} |\mu_{POS_C(B)}(x)| = |U|^{-1} \sum_{x \in U} \mu_{POS_C(B)}(x). 
\]

(8)
Set conditional attributes $\alpha \in C$, the property $\alpha$ for all conditional attributes the relative importance of $C$ can be described by the following Eq. (9):

$$\beta = \frac{Y_\alpha(B)}{Y_C(B)},$$  \hspace{1cm} (9)

### 2.2.2. Fault feature selection based on fuzzy rough set

Fault attribute is a continuous attribute. Because the conditional attribute of fuzzy rough set is fuzzy, there is no need to discretize the data. Firstly, the data of the same fault attribute are normalized by using min-max standardization. For the $i$th data under attributes $x_i$, the result of $k$ sample of the normalized $x_{ik}$ is described by the following Eq. (10):

$$x'_{ik} = \frac{x_{ik} - x_{imin}}{x_{imax} - x_{imin}},$$  \hspace{1cm} (10)

where: $x_{imax}$, $x_{imin}$ are respectively the maximum and minimum values of the $i$th fault data of each attribute.

The fault attribute is regarded as the conditional attribute set of fuzzy rough set $C = \{c_1, c_2, \cdots, c_m\}$, the category label as the decision attribute set $B = \{b_1, b_2, \cdots, b_m\}$, establish a fault diagnosis decision table, blur the conditional attributes into fuzzy equivalent classes, and calculate the attribute dependence of fault attributes on fault categories according to Eq. (8) $y_c(B)$.

Calculate the relative importance of the attributes of the condition $\beta$ according to Eq. (9), and the fault attributes are reduced, the threshold of relative importance is set, and the attributes with low dependence are eliminated to get the minimum fault feature set.

### 2.3. Gradual fault detection model of high-voltage electric energy metering transformer based on WOA-SVM

#### 2.3.1. Whale optimization algorithm

Whale Optimization Algorithm (WOA) is a new heuristic algorithm inspired by the predation behavior of humpback whales [18]. Humpback whales have a unique hunting method-bubble net foraging, which feeds through the mechanism of continuous contraction and encirclement, spiral position updating and random hunting. Here are three behaviors of humpback whales during foraging.

1. Surround the prey. Humpback whales can identify the location of their prey and surround them. Because the position of the optimal individual in the search space is not known a priori, the whale optimization algorithm assumes that the position of the individual with the highest fitness is the target position or near the optimal position. After defining the best individual, other individuals will try to update their position towards the position of the best individual. The expression of this behavior is:

$$\vec{D} = |N \cdot \vec{X}^*(t) - \vec{X}(t)|,$$

$$\vec{X}(t + 1) = \vec{X}^*(t) - S \cdot \vec{D},$$  \hspace{1cm} (11, 12)

where: the current iteration number is expressed as $t$, the coefficient variable is expressed as $S, N$, $X^*$ is the position vector of the current best individual, $\vec{X}$ is the position vector, $| |$ is an operator that takes an absolute value, $\cdot$ is an element-by-element multiplication. Coefficient variable $S, N$ can be determined by the following Eq. (13, 14):

$$S = 2sr_1 - s,$$  \hspace{1cm} (13)
\[ N = 2r_2. \] (14)

Among them: \( s \) is a coefficient that decays from 2 to 0 as the iteration begins, \( r_1, r_2 \) is a random variable in the \([0, 1]\) interval.

(2) Bubble net attack. Whale Optimization Algorithm Two methods are designed to simulate the bubble net behavior of humpback whales on the mathematical model.

a) Contraction surrounding mechanism. This behavior is achieved by reducing the coefficient in Eq. (12) \( S \) to achieve it. From Eq. (13), the fluctuation range of the coefficient \( S \) is affected by coefficient \( s \), actually is a random value between \([-s, s]\]. With coefficients from 2 to 0, the position of individual update is getting closer and closer to the current position of the best individual. Fig. 1 shows that when \( 0 \leq S \leq 1 \), the possible position of the whale individual in the process of contracting to the optimal individual.

![Schematic diagram of shrink wrap mechanism](image)

Fig. 1. Schematic diagram of shrink wrap mechanism

b) Spiral update position. This method first calculates the distance from the individual position to the optimal individual position, and then uses the helix Eq. (15) to simulate the spiral surrounding behavior of humpback whales, which is described as:

\[
\hat{X}(t + 1) = \overrightarrow{D}e^{b_1}\cos(2\pi l) + \hat{X}^*(t). \tag{15}
\]

Among them: \( \overrightarrow{D} = |\hat{X}^*(t) - \hat{X}(t)| \) represents the distance between the individual position and the optimal individual position; \( b \) is a constant that defines the shape of the helix; \( l \) is a random number between \([-1, 1]\).

Humpback whales shrink their encirclement while spiraling around their prey. In order to simulate these two behaviors at the same time by mathematical model, it is assumed that there is a 50\% probability to choose the contraction surrounding behavior and the spiral updating behavior respectively. The mathematical model of bubble net attack is as follows:

\[
\hat{X}(t + 1) = \begin{cases} 
\hat{X}^*(t) - S\overrightarrow{D}, & p < 0.5, \\
\overrightarrow{D}e^{b_1}\cos(2\pi l) + \hat{X}^*(t), & p \geq 0.5.
\end{cases} \tag{16}
\]

Among them: \( p \) is a random number in the interval \([0, 1]\).
Randomly update the location. Similarly, changes in variables can be used to search for prey. In fact, humpback whales search randomly according to each other’s position. Therefore, set when $|S| > 1$, the humpback whale is forced to update its position according to the randomly selected individual instead of the optimal individual, which makes the WOA algorithm have stronger global search ability. The mathematical model is as follows:

$$\bar{D} = \left| N\bar{x}_{\text{rand}} - X \right|,$$

$$\bar{x}(t + 1) = \bar{x}_{\text{rand}} - S\bar{D}.$$  \hspace{1cm} (17) \hspace{1cm} (18)

Among them: $\bar{x}_{\text{rand}}$ is an individual randomly selected from the current group. When $|S| > 1$, the possible position of the individual is shown in Fig. 2.

![Fig. 2. Schematic diagram of random search mechanism](image)

2.3.2. SVM parameter optimization based on WOA

In practical application, most fault sample data are linearly inseparable. As an effective and widely used mainstream classification algorithm [19] in machine learning, Support Vector Machine (SVM) can not only classify linearly separable data, but also have excellent classification effect on nonlinear separable and nonlinear inseparable data. Support vector machine can balance the relationship between learning ability and the complexity of fault classification model according to the known fault sample data, and it does not need a lot of fault sample data, so it is very suitable for fault classification of complex chemical systems [20]. However, SVM parameters are an important factor affecting its classification performance. In order to improve the detection accuracy of gradual fault of high-voltage electric energy metering transformer, this paper uses WOA algorithm to optimize it.

The optimization process of SVM parameters based on WOA is as follows: firstly, $N$ whale individuals are randomly generated in the search space to form an initial population; Then, in the process of evolution, the population updates their positions according to the current optimal whale individual or randomly selects a whale individual; Then, according to the randomly generated number, it is decided whether the whale individual makes spiral motion or encirclement motion; Finally, the loop iterates until the WOA algorithm meets the termination condition. The flow chart of SVM parameter optimization based on WOA is shown in Fig. 3. By optimizing the parameters...
of SVM through WOA, the traditional manual trial and error process can be avoided. Combined with the characteristics of WOA algorithm, such as few adjustment parameters, simple structure and fast convergence speed, the penalty factor and kernel parameters of SVM can be quickly optimized to improve the accuracy of state recognition of WOA-SVM. In the experiment, the average classification accuracy of support vector machine in the sense of cross-validation is used as fitness function to evaluate the fitness of each individual in the whale population, and the members with higher fitness are retained, trying to find the penalty factor and kernel parameters corresponding to the best fitness in the search space. At the same time, the WOA-SVM is improved in view of the fact that the penalty factor is too large, which will lead to the over-fitting phenomenon and reduce the generalization ability of the classifier:

\[
\begin{cases}
    \text{best}^G = g(i), \text{ if } |\text{fitness}(i) - \text{best}^F| < \text{eps}, \\
    \text{best}^F = \text{fitness}(i), \text{ and } g(i) < \text{best}^G,
\end{cases}
\]  

where: \( \text{best}^G, \text{best}^F \) are the best punishment factor and fitness of current whales; The penalty factor and fitness of sequence whales \( i \) are expressed as follows \( g(i), \text{fitness}(i), \text{eps} = 0.1 \) is allow the threshold of fitness to be lowered, it is possible to obtain a higher fitness and a smaller penalty factor.

2.4. Model structure and process of gradual fault detection for high-voltage electric energy metering transformer

SVM is trained by using the feature vector constructed by the historical output signal of high-voltage electric energy metering transformer, and the parameters of SVM are optimized by WOA algorithm, and the fault diagnosis model based on WOA-SVM is obtained. According to the fuzzy rough set theory, the real-time output signal of high-voltage electric energy metering transformer is processed, and the fault feature vector is constructed, which is used as the WOA-SVM fault diagnosis model to realize the on-line detection of gradual fault of high-voltage electric energy metering transformer. The progressive fault detection model of high-voltage electric energy metering transformer based on WOA-SVM is shown in Fig. 4.

Based on WOA-SVM, the gradual fault detection process of high-voltage electric energy metering transformer is as follows:
(1) Historical fault signal acquisition: the output signals of high-voltage electric energy metering transformers under different operating conditions are acquired to obtain historical fault sample data.

(2) Fault feature extraction: the original fault feature signal of high-voltage electric energy metering transformer is analyzed by fuzzy rough set algorithm to obtain the minimum fault feature set.

(3) Taking the minimum fault feature set as the input of SVM, the SVM is trained and learned by using the feature vector set and the corresponding fault label set, and its parameters such as penalty factor and kernel function are optimized by WOA algorithm to determine the gradual fault detection model of high-voltage electric energy metering transformer.

(4) The trained gradual fault detection model is used to identify the fault types of the test samples, and the gradual fault detection of the high-voltage electric energy metering transformer is realized.

Fig. 4. WOA-SVM based gradient fault detection model for high-voltage energy metering transformers

3. Experimental analysis

By using sensors or instruments to monitor the all-fiber current transformer in a high-voltage electric energy metering system, the original output signals under different operating states are collected, and a sample data set is constructed, including one data set under normal operating state and four data sets under preset fault state. Each dataset consists of 400 samples with a corresponding number of observed variables of 40. The four preset faults are represented by H1-H4. The collected sample data set is reduced by fuzzy rough set theory, similar properties are eliminated, and the minimum fault feature set is determined as the input for further analysis. The whale optimization algorithm is applied to the optimization of kernel parameters and penalty factors of support vector machine (SVM) model. The maximum number of iterations of whale optimization algorithm is 500 times, the size of whale population is 80 times, and the range of kernel parameters and penalty factor of support vector machine is 0.100, within which the optimal solution is searched. Using the reduced minimum fault feature set as input, a progressive fault automatic detection model is constructed based on the optimized SVM model. This method is used to detect the gradual fault of a fiber optic current transformer, and its fault detection performance is analyzed. The all-fiber current transformer in the high-voltage electric energy metering system is shown in Fig. 5.

The original output signals under different operating states are shown in Fig. 6.

200 samples from each sample data set are selected as training sample data, and the fault features of the training samples are selected by this method. In order to clearly present the results of fault feature selection, this paper makes multidimensional visual analysis of the reduced fault feature attributes, and the experimental results are shown in Fig. 6. The $Y$-axis label represents the attribute value, that is, how a particular attribute changes during training. The $X$-axis label represents the progress of the training, that is, the different iterations or time steps in the training.
process. By matching the attribute value with the training process, we can observe the change trend of different attributes in different training stages. This helps analyze the impact of attributes on algorithm performance and determine when the optimal attribute configuration or algorithm state is reached.

From the analysis of Fig. 7, it can be seen that the fault features of 1000 selected sample data are selected by this method, and the conditional attribute set consisting of 40 observation variables and the decision attribute set consisting of five fault category labels together constitute the fault attribute set of sample data. On the basis of sample data normalization, the fault features are reduced by calculating the relative importance of 40 fault attributes of sample data, setting the relative importance threshold to 0.78, and eliminate all the fault attributes of $\beta_i < 0.78$, after reduction, the minimum fault feature set containing 6 fault attributes is finally obtained. Each fault attribute presents the characteristics of differential distribution in the training samples, which will be beneficial to the accurate detection of gradual faults of high-voltage electric energy metering transformers.

On the basis of extracting the minimum fault feature set, the gradual fault of high-voltage electric energy metering transformer is detected by this method, and the fault detection accuracy is taken as the evaluation index. By comparing and analyzing the difference of fault detection accuracy before and after fault feature reduction, the fault feature selection performance of this method is verified. The experimental results are shown in Fig. 8.

From the analysis of Fig. 8, it can be seen that with the increase of training times, the fault detection accuracy is increasing, and the highest fault detection accuracy of training samples can reach 80% before fault feature selection. Using this method to select the features of the training sample data of the output signal of the high-voltage electric energy metering transformer, the redundant attribute data in the sample can be effectively eliminated, and the reduced minimum fault feature set is used as the input of the fault detection model, which effectively improves the
fault detection effect and improves the fault detection accuracy by 9.5%. The experimental results show that this method has the ability of fault feature selection, and the reduction of fault attributes has a favorable impact on the improvement of fault detection effect.

Fig. 7. Reduced sample data fractal dimension visualization results
The performance of fault detection model has a direct impact on the gradual fault detection effect of high-voltage electric energy metering transformer. In order to analyze the influence of SVM kernel function on the gradual fault detection effect of high-voltage electric energy metering transformer, this paper selects polynomial kernel function, Gaussian radial basis function and sigmoid kernel function, and the comparative analysis results of fault detection effects under different kernel functions are shown in Table 1.

Table 1. Comparative analysis of fault detection effects under different kernel functions

<table>
<thead>
<tr>
<th>Kernel function</th>
<th>Fault detection accuracy / %</th>
<th>Model training time / s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial kernel function</td>
<td>71.14</td>
<td>0.106</td>
</tr>
<tr>
<td>Gaussian radial basis kernel function</td>
<td>84.64</td>
<td>0.0441</td>
</tr>
<tr>
<td>Sigmoid function</td>
<td>82.14</td>
<td>0.0628</td>
</tr>
</tbody>
</table>

From the analysis of Table 1, it can be seen that the selection of kernel function has an influence on the gradual fault detection effect of high-voltage electric energy metering transformer. Under polynomial kernel function, the fault detection accuracy is the lowest, only 71.14 %, and it takes more time to complete the fault detection model training. Selecting sigmoid kernel function can effectively improve the fault detection effect of the model, and the fault detection accuracy can be improved by 11 %. Using Gaussian radial basis function, the fault detection accuracy is the highest, which can reach 84.64 %, the model training time is also the shortest, and the fault detection model performance is the most outstanding. Therefore, the SVM classifier in this paper chooses Gaussian radial basis kernel function.

Penalty factor and kernel parameters have great influence on the performance of fault detection model. Kernel parameters can control the shape of the classification hyperplane and determine the distribution of the original data mapped to a high-dimensional space. The larger the value, the fewer support vectors, and the number of support vectors affects the speed of model training. The penalty factor determines the training error of the model. The larger the penalty factor is, the more complicated the model will be. The smaller the parameter is, the less the model will be fitted. The parameters of fault detection model are optimized by this method, and the parameter optimization effect of this method is studied by comparing and analyzing the performance differences of model fault detection under different parameter optimization combinations. The experimental results are shown in Table 2.

From the analysis of Table 2, it can be seen that when the parameters of the fault detection model are optimized by this method, the penalty factor increases with the increase of the penalty factor when the kernel parameters are fixed, and when the value is 10, the fault detection accuracy reaches the maximum value of 92 %, and the model training time is the shortest, only 0.0243 s; When the penalty factor is fixed, the fault detection accuracy first increases and then decreases with the increasing of the kernel parameters. When the kernel parameter is 0.05, the fault detection accuracy is the highest, and the optimal parameter combination is (0.05, 10).
Table 2. Performance comparison and analysis of fault detection models under different parameter optimization combinations

<table>
<thead>
<tr>
<th>Kernel parameter, penalty factor</th>
<th>Fault detection accuracy / %</th>
<th>Model training time / s</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.05, 1)</td>
<td>90</td>
<td>0.0674</td>
</tr>
<tr>
<td>(0.05, 5)</td>
<td>92</td>
<td>0.0274</td>
</tr>
<tr>
<td>(0.05, 10)</td>
<td>92</td>
<td>0.0243</td>
</tr>
<tr>
<td>(0.01, 10)</td>
<td>89</td>
<td>0.0812</td>
</tr>
<tr>
<td>(0.1, 10)</td>
<td>90.5</td>
<td>0.1314</td>
</tr>
<tr>
<td>(1, 10)</td>
<td>89.6</td>
<td>0.0714</td>
</tr>
<tr>
<td>(5, 10)</td>
<td>84.3</td>
<td>0.128</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>82.4</td>
<td>0.1413</td>
</tr>
<tr>
<td>(20, 10)</td>
<td>80.7</td>
<td>0.1846</td>
</tr>
</tbody>
</table>

The experimental results show that this method has the performance of model parameter optimization, and the performance of fault detection model after parameter optimization is effectively improved.

500 samples are randomly selected from the sample data set as test sample data, and the gradual fault of high-voltage electric energy metering transformer is detected by this method. By analyzing the fault detection results, the fault detection performance of this method is verified. The experimental results are shown in Table 3.

Table 3. Analysis of fault detection results

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Quantity / piece</th>
<th>Correct diagnosis / piece</th>
<th>Error diagnosis / piece</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>80</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>H1</td>
<td>120</td>
<td>118</td>
<td>2</td>
</tr>
<tr>
<td>H2</td>
<td>90</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>H3</td>
<td>150</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>H4</td>
<td>60</td>
<td>60</td>
<td>0</td>
</tr>
</tbody>
</table>

From the analysis of Table 3, it can be seen that the method in this paper can identify the gradual fault types of high-voltage electric energy metering transformers by fault detection. Normal samples and H2, H3 and H4 fault samples are correctly detected, and there are two false detections in H1 fault samples. The experimental results show that this method has the ability of gradual fault detection of high-voltage electric energy metering transformer, and the fault detection effect is outstanding.

In order to further verify the effectiveness of the proposed method, the proposed method is compared with the method in literature [7] and the method in literature [8]. The test index is fault detection accuracy, and the specific comparison results are shown in Table 4.

Table 4. Comparison of fault detection accuracy of different methods / %

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>This paper method</th>
<th>Literature [7] method</th>
<th>Literature [8] method</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>96.42</td>
<td>86.62</td>
<td>84.98</td>
</tr>
<tr>
<td>20</td>
<td>96.35</td>
<td>84.25</td>
<td>86.26</td>
</tr>
<tr>
<td>30</td>
<td>95.42</td>
<td>87.42</td>
<td>83.64</td>
</tr>
<tr>
<td>40</td>
<td>94.15</td>
<td>89.36</td>
<td>84.55</td>
</tr>
<tr>
<td>50</td>
<td>96.47</td>
<td>87.15</td>
<td>83.64</td>
</tr>
<tr>
<td>60</td>
<td>98.15</td>
<td>86.26</td>
<td>87.46</td>
</tr>
</tbody>
</table>

As can be seen from Table 4, the fault detection accuracy of the proposed method is the highest 98.15 %, and the fault detection accuracy of the method [7] and the method [8] is the highest 89.36 % and 87.46 %, respectively. Compared with the two methods, the fault detection accuracy of the proposed method is higher.
4. Conclusions

Taking the all-fiber current transformer as the experimental object, the fault diagnosis of its output signal sample data is carried out by this method, and the effectiveness of this method is verified by analyzing the ability of fault feature selection, the influencing factors of fault detection model performance and the detection results. The experimental results show that:

1) The method in this paper can reduce the fault attribute features of samples, and determine the minimum fault feature set with six attributes, which improves the fault detection accuracy by 9.5%.

2) The fault detection model with Gaussian radial basis function, kernel parameter of 0.05 and penalty factor of 10 has the best performance and the shortest training time.

3) The method in this paper can identify the gradual fault type of high-voltage electric energy metering transformer, and the fault detection effect is outstanding.
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