Multi-factor coupled thermal simulation of flat-panel digital PCR structure
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Abstract. To achieve uniform reaction temperature in flat-plate digital polymerase chain reaction (dPCR), we propose a multi-factor coupled thermal simulation method for the structure of flat-plate digital PCR using finite element analysis. This will help us obtain the optimal method for the structure of flat-plate dPCR. Thermal simulations were conducted to analyze the effects of forced air cooling, thermoelectric cooler (TEC) arrangement spacing, and heat-conducting plate thickness on the temperature uniformity of the flat-plate dPCR. The resulting isothermal surfaces and velocity magnitude vectors were used to summarize the impact of each factor. The study found that maintaining a mechanical fan speed of 3000 revolutions per minute (RPM) ±10% during the heating period resulted in a 29.3% reduction in the standard deviation of the temperature on the surface of the heat-conducting plate. Additionally, when the TEC spacing was between 2 mm and 3.5 mm, the standard deviation of the temperature on the plate's surface decreased by 87.1% to 93.4%. When the thickness of the thermal plate ranges from 3.5 mm to 4.5 mm, the standard deviation of the temperature on the surface of the thermal plate varies by approximately 0.006. The experimental results, obtained by sampling and analyzing the temperature on the surface of the thermal plate, are consistent with the simulation results. This proves that the method is informative in determining the structural parameters of the dPCR to enhance temperature uniformity.
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1. Introduction

The concept of Miniaturized Total Chemical Analysis Systems (µTAS) was introduced by Manz et al. in 1990 [1], the Digital Polymerase Chain Reaction (dPCR) concept was formally introduced by Vogelstein and Kinzler in 1999 [2], and the method for processing individual PCR molecules in water-in-oil emulsions was proposed by Diehl et al. in 2006 [3]. With the development of next-generation materials and micro and nano processing technologies, researchers have combined microfluidics with dPCR technology, and two dPCR approaches have emerged, micro-drop dPCR (dropletdPCR, ddPCR) and chip dPCR (cdPCR). With the advantages of high sensitivity, strong specificity, absolute quantification, good accuracy and strong anti-interference ability, dPCR technology has been increasingly used in scenarios such as non-invasive prenatal testing, precision medicine, animal vaccine research, infection diagnosis and management in intensive care medicine, and water quality monitoring [4]-[8]. dPCR is a method for absolute quantification of nucleic acid molecules by dispersing a large amount of diluted nucleic acid solution into the reaction chamber of the chip, amplifying it by PCR, counting the number of positives and negatives in the reaction chamber, and the ratio of both, and calculating the initial copy number concentration of the target DNA molecule according to the Poisson distribution model [2].

According to the principle of dPCR amplification of nucleic acid molecules, the PCR reaction takes place in tens of thousands of reaction chambers, and the temperature control in anyone
chamber needs to be up to standard to reduce the non-specificity of the reaction. Digital PCR reaction conditions are more refined than traditional PCR and real-time fluorescence quantitative PCR temperature control. Previously, different researchers have performed modeling and analysis for real-time fluorescence quantitative PCR temperature control systems. C. Liu et al. designed a finite element model of the reaction cell of the quantitative PCR (qPCR) instrument, and the simulation results coincided with the theoretical calculations, which provided a theoretical basis for the development of the qPCR instrument [9]. Y. Yao et al. established an equivalent circuit model of the qPCR system based on TEC and simulated it through the circuit simulation software Multisim, which provides a simple and effective method for the design of the qPCR system [10]. J. Pang et al. analysed the effects of spatial dimensions, channel diameter and fluid velocity on the temperature distribution within the channel of a microfluidic chip by the finite element method and designed a spatial continuous-flow PCR chip based on single-temperature controlling module suitable for dPCR [11]. M. Gaňová et al. proposed a method for temperature inhomogeneity detection and temperature sensor calibration on dPCR chips [12]. F. Talebi presents a two-step continuous flow microfluidic device for PCR [13]. Few researchers have investigated the effects of flat-panel digital PCR heat source arrangement and forced air cooling on temperature, so this paper will discuss them.

Commonly used temperature detection methods include infrared radiation thermometer, micro-wave thermoacoustic tomography (MITAT), and thermocouple sensor temperature measurement. Among them, infrared radiation thermometer is susceptible to external thermal radiation, airflow, humidity, etc., for the bright or polished metal surface temperature readings have a greater impact. MITAT is a biomedical imaging technology, both the high contrast of microwave imaging and ultrasound imaging of high resolution. J. Li et al. had used the MITAT technology to establish a preclinical system prototype for Focused Microwave Breast Hyperthermia guide [14]. Thermocouple sensor temperature measurement has a wide range of temperature measurements, fast response speed, and high durability. As this experiment needs to accurately measure the surface temperature of the heat-conducting plate, the thermocouple sensor is chosen to measure the temperature.

Finite Element Method (FEM) is a fairly mature method for solving engineering designs, which can speed up product design and iterative optimization, and many researchers and scholars use FEM to study the structural properties of materials [15]-[16], temperature analysis of equipment [17], optimization of the electric field distribution structure of EBCOMS to improve the charge collection efficiency [18], prediction of mechanical and structural performance in special environments [19]-[21], failure analysis of equipment[22]. In this paper, finite element analysis will be used to solve and analyze the structural factors affecting the temperature uniformity of flat plate dPCR thermal conductive plates.

Given this, this paper will use Ansys Icepak to perform electro-thermal simulation and optimization of the basic structure of the flat-panel digital PCR and collect data by PT1000 to compare and analyze the measurement results with the simulation results to verify the rationality.

According to the laws of mass, momentum and energy conservation, the following CFD mathematical models for fluid thermal simulation are established [23]-[24].

Energy conservation equation:

\[ \frac{\partial (\rho T)}{\partial t} + \frac{\partial (\rho u T)}{\partial x} + \frac{\partial (\rho v T)}{\partial y} + \frac{\partial (\rho w T)}{\partial z} = \frac{\partial}{\partial x} \left( \frac{\lambda}{C_p} \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\lambda}{C_p} \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\lambda}{C_p} \frac{\partial T}{\partial z} \right) + S_T, \]  

(1)

where \( C_p \) is constant heat capacity, \( T \) is temperature and \( S_T \) is viscous dissipation.

Reynolds number calculation method:

\[ \text{Re} = \frac{\rho u D}{\mu}, \]  

(2)
where $\rho$ is the air density of 1.29 Kg/m³, $u$ is the airflow velocity, $\mu$ is the dynamic viscosity of air, and $D$ is the characteristic size.

Heat transfer calculation formula:

$$Q = -\lambda A \frac{\partial t}{\partial x}$$  \hspace{1cm} (3)

where $\lambda$ is the thermal conductivity of the material, $A$ is the cross-sectional area perpendicular to the direction of thermal conductivity and $\frac{\partial t}{\partial x}$ is the temperature gradient along the normal to the isothermal surface.

Forced air-cooled heat exchange system calculation:

$$Nu = 0.032Re^{0.03},$$  \hspace{1cm} (4)

$$h_c = \frac{\lambda Nu}{D},$$  \hspace{1cm} (5)

where $\lambda$ is the thermal conductivity and $D$ is the characteristic size.

2. Materials and methods

2.1. Model and mesh checking

The fluid heat transfer part of the microfluidic chip is neglected in this study due to the high efficiency of heat transfer and the micro-nanometer level of flow channel width in the microsystem chip, and the limited sample capacity in the microfluidic chip. The flat plate dPCR thermal cycling system is a top-down tight-fitting system, which includes a thermal conductor plate, TECs, and heat dissipation components, and the finite element simulation of the flat plate dPCR thermal cycling system is performed using ANSYS Icepak software.

![Isometric view of flat-panel digital PCR finite element model](image)

Fig. 1. Isometric view of flat-panel digital PCR finite element model

The Icepak self-modeling method was used to build the flat plate dPCR thermal cycle model, see Fig. 1, and set the material properties and boundary conditions of each module. The dimensions of the flat plate dPCR thermal cycle model are 200 mm\(\times\)123.08 mm\(\times\)248 mm, the dimensions of the computational domain are 456 mm\(\times\)268.4 mm\(\times\)496 mm, and other specific physical parameters are shown in Tables 1-2. The experiments assume that the air is an incompressible fluid, with an ambient temperature of 25 °C, and a pressure of 101325 N/m². The calculation area Cabinet’s hexagonal properties are Opening, and the air can flow in and out, accompanied by energy transfer. The experiment selects a zero equation turbulence model for calculation.
Table 1. Physical parameters of related materials

<table>
<thead>
<tr>
<th>Module</th>
<th>Material</th>
<th>Density (kg/m³)</th>
<th>Specific heat (J/kg·K)</th>
<th>Conductivity (W/m·K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity plate</td>
<td>6061-T4 Aluminum alloy</td>
<td>2700</td>
<td>896</td>
<td>Isotropic 154</td>
</tr>
<tr>
<td>Heat sink</td>
<td>Ceramic based thickness</td>
<td>3970</td>
<td>61</td>
<td>Isotropic 27</td>
</tr>
<tr>
<td>TEC</td>
<td>Metal gaskets Copper and Air</td>
<td>3124.34</td>
<td>381</td>
<td>Orthotropic X 0.026</td>
</tr>
<tr>
<td></td>
<td>Bismuth-Telluride and Air</td>
<td>715.645</td>
<td>660</td>
<td>Orthotropic X 0.026</td>
</tr>
</tbody>
</table>

Table 2. Parameters of heat sink, fan and TEC

<table>
<thead>
<tr>
<th>Module</th>
<th>Related parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat sink</td>
<td>Fin count</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Fin spacing (mm)</td>
<td>3.16</td>
</tr>
<tr>
<td>Fan</td>
<td>Fan radius (mm)</td>
<td>72.5</td>
</tr>
<tr>
<td></td>
<td>Hub radius (mm)</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>Fan case size (mm)</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>Fan case height (mm)</td>
<td>51.6</td>
</tr>
<tr>
<td>TEC</td>
<td>Number of couples</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>T.E. element height (mm)</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>T.E. element pitch (mm)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>T.E. element area/height (mm)</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>Ceramic based thickness (mm)</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Hexa unstructured meshing is performed on the established digital PCR thermal cycling system model, and the mesh is locally area encrypted to ensure that the mesh is adherent to the body, to improve the quality of the mesh, and to sure that the calculations converge. Fig. 2 shows the mesh delineation when the TEC spacing is 1 mm, and the thickness of the heat-conducting plate is 2 mm. The minimum rate of grid face alignment in all experiments in this article is 0.434548, which is greater than 0.15, indicating good grid quality.

2.2. Forced air-cooled

The maximum speed of the fan selected for the experiment is 3000 RPM±10 %, and Table 3 shows the air flow-air pressure curves (P-Q curves) corresponding to different speeds. In this
experiment, the models of the flat-panel dPCR system at different speeds were simulated instantaneously. The time step was 17s, the number of iteration steps per second was 40, and the surface of the heat conduction plate was heated to 95±0.5 ℃. Subsequently, a steady-state analysis was conducted with an iteration step of 150. The number of system grid divisions is 372240, and the face alignment ratio is 0.456738~1.

<table>
<thead>
<tr>
<th>Volume flow (CFM)</th>
<th>Pressure (mm-H₂O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>17.5</td>
</tr>
<tr>
<td>13.09</td>
<td>15.94</td>
</tr>
<tr>
<td>30.55</td>
<td>13.59</td>
</tr>
<tr>
<td>41.45</td>
<td>12.03</td>
</tr>
<tr>
<td>54.55</td>
<td>10.15</td>
</tr>
<tr>
<td>80</td>
<td>8</td>
</tr>
<tr>
<td>104.73</td>
<td>6.72</td>
</tr>
<tr>
<td>124.36</td>
<td>5.94</td>
</tr>
<tr>
<td>141.82</td>
<td>4.84</td>
</tr>
<tr>
<td>160</td>
<td>4</td>
</tr>
<tr>
<td>218.18</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. Pressure-Volume flow value at 3000 RPM

Set the speed of the exhaust fan to 0 RPM, 1000 RPM, 1500 RPM, 2000 RPM, 2500 RPM, and 3000 RPM. The P-Q curve at different speeds can be calculated using Eq. (6) and Eq. (7):

\[
\frac{P_1}{P_2} = \frac{N_1^2}{N_2^2}
\]

(6)

\[
\frac{Q_1}{Q_2} = \frac{N_1}{N_2}
\]

(7)

where \(P_1\) represents the P-Q curve static pressure corresponding to the new rotation rate, \(P_2\) represents the P-Q curve static pressure corresponding to the rated rotation rate, \(N_1\) is the new rotation rate of the fan, \(N_2\) is the rated rotation rate, \(Q_1\) represents the volume flow of the P-Q curve corresponding to the new rotation rate, \(Q_2\) represents the volume flow of the P-Q curve corresponding to the rated rotation rate.

According to Fig. 3, as fan speed increases, the flow velocity of air on the surface of thermal conductive plate increases, which affects the flow situation of air above the thermal conductive plate, and thus affects the temperature uniformity of thermal conductive plate.

To analyze the effect of forced air cooling on temperature uniformity, we selected the top surface of the heat-conducting plate as the research object. We sampled 96 points by accurately

![Image](image1.png)

a) The fan rotational speed is 1000 RPM and Y axis coordinate is 0.033722

![Image](image2.png)

b) The fan rotational speed is 3000 RPM and Y axis coordinate is 0.033722

c) Local velocity vector diagram (\(v \leq 0.08 \text{ m/s}\)) at a fan speed of 3000 RPM and a Y-axis coordinate of 0.033722

Fig. 3. Vector diagram of airflow velocity at the same XZ plan
inputting the coordinate values, selecting one point every 5 mm, as shown in Fig. 4. Temperature uniformity $T_{av}$, temperature standard deviation $T_s$, and temperature confidence interval $\mu_T$ with a 95% confidence level were used as the evaluation indices of temperature uniformity:

$$T_{av} = \frac{1}{n} \sum_{m=1}^{n} T_m,$$

$$T_s = \frac{1}{n-1} \sqrt{\sum_{m=1}^{n} (T_m - T_{av})^2},$$

$$\mu_T = T_{av} \pm t \times \frac{T_s}{\sqrt{n}},$$

where $n$ is the number of sampling points, $1 \leq m \leq n$, $n = 96$. $T_m$ is the temperature of the sampling point, $T_{av}$ is the average temperature of sampling points, and $T_s$ is the standard deviation of sampling points. The significant level is 0.05, $t = 1.6611$, and the confidence interval of 95% of the temperature of the heat conducting plate is $\mu_T$.

Fig. 4. Description of sampling location

![Fig. 4. Description of sampling location](image)

Fig. 5. Analysis of heat transfer plate uniformity at different fan speeds

a) The temperature standard deviation of sampling points

b) The 95% confidence interval of sampling points

Fig. 5 demonstrates that the standard deviation of the temperature at the sampling points on the top surface of the heat-conducting plate decreases by 9.7% when the fan is turned on to
1000 RPM, resulting in improved uniformity. Furthermore, increasing the fan speed to 3000 RPM reduces the standard deviation of the temperature on the top surface of the heat-conducting plate by 29.3 % compared to when there is no fan.

2.3. TEC layout

The structure of TEC with the heat-conducting plate is a single-sided arrangement, which can be categorised as compact, properly spaced, grouped and random. The TEC layout for flat-panel digital PCR is 2 rows × 3 columns, as shown in Fig. 6.

In this paper, a total of six different TEC layouts (0 mm, 1 mm, 2 mm, 3 mm, ..., 5 mm) were tested to determine the optimal layout and specific spacing. Six simulations of the TEC spacing d in the XY plane are carried out using the finite element method. The face alignment ratios are above 0.15, indicating good mesh quality. For this experiment, we chose the data sampling method described in subsection 2.2, and sampled 96 points and calculated the standard deviation for each group of sampling points.

Fig. 7(a) demonstrates that the standard deviation of temperature decreases by 87.1 % to 93.4 % when the TEC layout spacing is between 2mm and 3.5mm, compared to a TEC spacing of 0mm. Additionally, Fig. 7(b) shows the heat conducting plate's temperature with the smallest 95 % confidence interval.

Fig. 8 presents the isothermal surfaces with significant differences between the four sets of experiments. When the TEC spacing is too small, heat accumulates, hindering even heat
distribution. Conversely, if the TEC layout spacing is too large, although heat diffuses better, it concentrates more around the TECs, resulting in lower temperatures in other areas. However, if there are gaps between the TEC modules, the surface area of the heat sink increases, which reduces the heat build-up effect.

![Isothermal surface on the upper surface of the thermal conductivity plate with different TEC spacing](image)

**Fig. 8.** Isothermal surface on the upper surface of the thermal conductivity plate with different TEC spacing

### 2.4. Heat conduction plate thickness

The flat-plate digital PCR model places the heat-conducting plate directly below the microfluidic device, with both in close proximity. The size of the heat-conducting plate is 124 mm × 82 mm × δ mm, where δ = {0.5, 1, 1.5, ..., 7.5}, δ < 1/10 Length, δ < 1/10 Width. As a result, the heat-conducting plate can be treated as a one-dimensional flat wall, and its thermal conductivity differential equation is provided:

\[
\begin{align*}
\frac{d^2 t}{dx^2} &= 0, \\
\delta < 1/10 \text{Length, } \delta < 1/10 \text{Width.}
\end{align*}
\]

(11)

\[
\begin{align*}
x = 0, & \quad t = t_1, \\
x = \delta, & \quad t = t_2, \\
t &= \frac{t_2 - t_1}{\delta} x + t_1.
\end{align*}
\]

(12)

Eq. (12) shows that the one-dimensional flat wall temperature is inversely proportional to the thickness of the heat-conducting plate. In practical engineering, it is important to consider thermal conductivity efficiency, so the heat-conducting plate should not be too thick. Therefore, for this experiment, \( \delta_{\text{max}} < 8.2 \) mm is selected.

In the actual project, the thermal conductive plate will wrap around the insulation material to reduce edge heat loss. However, some heat loss will still occur. The heat-conducting plate is made of 6061-T4 aluminum alloy, and its specific physical properties are shown in Table 1. This paper utilizes ANSYS Icepak software to conduct simulation experiments on the heat transfer plate thickness. The third type of boundary conditions is set to simulate different thicknesses of the heat transfer plate and to determine the optimal thickness range for achieving thermal uniformity.

For this experiment, we chose the data sampling method described in subsection 2.2.
sampled 96 points and calculated the standard deviation for each group of sampling points. We then performed segmented linear fitting of the standard deviation, as shown in Fig. 9. When the thickness of the heat-conducting plate exceeds 1.5 mm, the rate of change of the standard deviation is approximately 0.006. At this level, the dispersion of the sampling points of the temperature on the upper surface of the heat-conducting plate is small enough.

\[
y = -0.29x + 0.08
\]

\[
y = -0.006x + 0.04
\]

\[
y = -0.001x + 0.02
\]

Fig. 9. Analysis of the heat-conducting plate thickness and its impact on heat conductivity uniformity

Based on Fig. 10, the isothermal surface extreme is 0.06 °C when the thickness of the heat-conducting surface is 4.5 mm, and 0.05 °C when the thickness is 7 mm. Based on Fig. 9, it can be concluded that when the thickness of the heat-conducting plate exceeds 4.5 mm, there is no significant improvement in temperature uniformity as the rate of change of the linear fit to the standard deviation of the temperature is only 0.001. Therefore, this experiment concludes that the optimal thickness of the heat-conducting plate for the system ranges from 3.5mm to 4.5mm.
3. Experimental verification

The experimental verification of forced air cooling, TEC spacing, and heat-conducting plate thickness was conducted. The surface temperature of the heat-conducting plate was sampled using a commercial version of a tight-fitting digital PCR temperature calibrator.

Three sampling sensors, namely #1, #5, and #6, were randomly selected and zero-calibrated. Fig. 11 depicts the placement of the temperature calibrator, where Channel 1, Channel 5, and Channel 6 correspond to sensors #1, #5, and #6, respectively. The same pressure is applied above the sensors during temperature measurement, and thermally conductive silica gel is placed under the sensor probes to reduce thermal resistance. The digital PCR temperature calibrator was set to a sampling interval of 200 ms. The same digital PCR temperature cycle was used during the test, and data was sampled from 60 s to 100 s of temperature rise, resulting in a total of 603 sampling points.

Fig. 11. Location of the dPCR temperature calibrator presented in a schematic diagram

The code was used to set different PWM duty cycles to adjust the fan rotation speed. The standard deviation of the temperature at the sampling points was analyzed, as shown in Fig. 12(a). The experimental results indicate that the standard deviation of the temperature on the top surface of the heat-conducting plate is approximately 8.6 % lower when the fan rotation speed is around 1000 RPM compared to when the fan is not turned on. At a fan speed of approximately 3000 RPM, the temperature deviation on the top surface of the heat-conducting plate decreases by approximately 10.3 % compared to when the fan is not in use. The experimental results are consistent with the simulation results in subsection 2.2, indicating the reliability of the simulation results. Fig. 12(b) displays the analyzed graph of the experimental verification of TEC spacing...
and temperature uniformity of the heat-conducting plate. The image indicates that the standard deviation of the temperature on the top surface of the heat-conducting plate is smaller when the TEC spacing is between 2.5 mm and 3.5 mm. This result is consistent with the simulation results in subsection 2.3, indicating their reliability. Fig. 12(c) displays the analysis diagram for the experimental verification of the heat-conducting plate's thickness and temperature uniformity. The graph illustrates that when the thickness of the heat-conducting plate exceeds 4.5 mm, the temperature standard deviation of the top surface increases by approximately 0.005. However, the thickness of the heat-conducting plate does not significantly affect its uniformity. Therefore, for optimal heat transfer efficiency, a thickness of 3.5 mm-4.5 mm is recommended. This range aligns with the reliable results obtained from the simulations in subsection 2.4. To maintain consistency with the simulation results, it is deemed reliable.

4. Conclusions

This paper proposes using Ansys Icepak to simulate the effect of the digital PCR structure on the temperature uniformity of its heat conduction plate. The optimal digital PCR structure with detailed parameter ranges was predicted through simulation. The experimental verification of the effects of forced air cooling, TEC spacing, and heat-conducting plate thickness on the temperature uniformity of the heat-conducting plate is presented. The experimental results are compared with the simulation results, and they are found to be consistent, thus verifying the superiority of the proposed method in this paper.
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