Visual reconstruction method of architectural space under laser point cloud big data
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Abstract. In order to solve the problem that the reconstruction accuracy and integrity are affected due to the large amount of point cloud data in the process of building space reconstruction, the visual reconstruction method of building space under laser point cloud big data is studied. The three-dimensional laser scanner is used to collect the laser point cloud big data in the building space, and the laser point cloud big data is organized and processed through three steps: hierarchical calculation of the point cloud pyramid, thinning treatment and block treatment. From the processing results of laser point cloud big data, the line features of building space are extracted based on the improved Mean-shift method, and the continuous broken lines in the point cloud data of building space are extracted by using the double radius threshold line tracing method. According to the feature extraction results of point cloud data in building space, the visual reconstruction of building space is completed through the process of translation matching and space matching. The experimental results show that this method can realize the visual reconstruction of architectural space, and the average reconstruction accuracy is higher than that of 97 %, and the reconstruction completion and smoothness are higher than 95 %.
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1. Introduction

With the rise of digital city construction, the three-dimensional model of buildings plays an important role in urban planning, urban management, geological mapping, urban transportation and other fields [1]. The traditional three-dimensional modeling of buildings adopts manual photogrammetry technology, which has high time and labor costs. Therefore, it is not suitable for digital city projects with a large number of building models and complex structures and types [2]. The cost of laser scanning technology is low, and it can quickly obtain massive spatial point data, and the obtained data has the characteristics of high point cloud density and high integrity [3]. Three-dimensional laser scanning technology makes up for the shortcomings of traditional measurement methods. It obtains the data of the scanned object surface by three-dimensional scanning, and after subsequent processing and analysis [4], it can get more valuable information, which has become an important technical means of spatial data acquisition. Three-dimensional laser scanning technology combines surveying and mapping, computer, communication, instrument processing and manufacturing, graphic image and other technologies [5], which can not only directly obtain the three-dimensional coordinates of the target surface, but also obtain information such as gray value and reflection intensity value. Moreover, through data processing [6], it can obtain information such as normal vector and curvature from point cloud data, which can better reflect the detailed characteristics of the target. Three-dimensional laser scanning technology can quickly obtain data [7], which is less affected by external environment and has strong real-time performance; The obtained data is large in quantity and high in accuracy; Data is rich in information. Combined with the above characteristics, 3D laser scanning technology plays an important role in virtual reality, digital city, ancient building protection, planning and design,
and other fields.

Buildings are the main components of urban scenes [8], and the research on three-dimensional reconstruction of buildings has always been the focus of research on three-dimensional reconstruction of urban scenes. In this paper, facing the actual needs of 3D reconstruction of building space, aiming at the shortcomings of 3D point cloud data generation, processing and model generation, the 3D reconstruction of building is deeply studied. Visual reconstruction of architectural space has become a key issue in the field of computer vision [9], which has the same high application value as face recognition and target tracking. Three-dimensional reconstruction was first established on the basis of binocular vision, and then developed into multi-view reconstruction.

At present, there are many researchers who study the visual reconstruction of architecture. Nguyen et al. studied the reconstruction of buildings in civil engineering [10]. This method applied the distributed computing method to large-scale point cloud data processing, and introduced the solution of B-EagleV to realize the visualization of buildings in civil engineering, which provided a foundation for data management, progress monitoring and other applications in the construction process. Anazco et al. used the deep convolution neural network to reconstruct the three-dimensional view [11]. This method set up a three-dimensional shape reconstructor, and used full convolution blocks to improve the accuracy of material reconstruction and reduce the calculation of three-dimensional reconstruction. Omati et al. applied synthetic aperture radar tomography technology to the three-dimensional reconstruction of urban technology [12]. This method can improve the performance of building reconstruction by collecting a large number of radar images and performing tomographic inversion. Although the above methods can realize the three-dimensional reconstruction of buildings, there are some defects that the reconstruction process is too complicated and the reconstruction time is too long because the laser point cloud data is not preprocessed. Aiming at the problems of the above methods in the visual reconstruction of architecture, this paper studies the visual reconstruction method of architectural space under laser point cloud big data. The laser scanning system is used to scan the point cloud data of the building space, and the visual reconstruction of the building space is carried out according to the collected point cloud data, so that the three-dimensional building model is more applicable.

2. Visual reconstruction method of architectural space visualization

2.1. Building space laser point cloud big data collection and organization methods

2.1.1. Laser point cloud big data collection in building space

In order to obtain the complete 3D laser point cloud data, the following layout principles of 3D laser scanners should be followed: First, through on-the-spot reconnaissance, the operation scope should be arranged according to the topographic features and features of the survey area, and scanning stations should be arranged, and the positions of scanning instruments should be reasonably arranged to ensure that the data of adjacent stations have overlapping parts [13]. At the same time, the number of stations should be reduced as much as possible, so as to reduce the amount of data and the splicing error before the stations. Secondly, ensure less occlusion and avoid interference from other people, so that the data contains complete building space information.

When collecting the big data of laser point cloud in building space, the building is scanned by Rigel VZ-600 3D laser scanner, the scanning speed is 127,000 pts/s, and the point spacing of the scanner is < 1 mm; The distance accuracy is ±6 mm, and the scanning field of view is 360°×100° (horizontal×vertical). Set the scanning mode of collecting laser point cloud big data in building space as long distance mode. The three-dimensional point cloud data of building space is obtained at different sites, so that the building can be completely scanned and the building target can not be missed.
2.1.2. Laser point cloud big data organization method based on point cloud pyramid

The big data of building laser power supply collected by three-dimensional laser scanner contains massive point cloud data. The point cloud pyramid method is used to organize and process the collected building laser point cloud big data, which simplifies the visual reconstruction process of building space visualization. Point cloud pyramid is a kind of point cloud data organization structure similar to image pyramid type. Its basic principle is the same as that of the image pyramid, that is, the idea of layering and blocking is used to organize point cloud data [14], but the difference is that the image data adopts the method of image resampling and two-dimensional blocking, while the point cloud pyramid uses point cloud data thinning and spatial blocking to organize point cloud data. The pyramid structure with a factor of 2 is adopted. During the construction, the laser point cloud data of the original building are thinned out according to the different thinning ratios [15]. The point cloud data size of the upper layer in the pyramid structure is 1/4 of that of the lower layer, and the data range is 4 times that of the lower layer. The construction method of point cloud pyramid is similar to that of image pyramid, which is mainly divided into two steps: data thinning and data blocking. The specific steps are as follows.

2.1.2.1. Hierarchical calculation of point cloud pyramid

The first step of constructing a point cloud pyramid is to calculate the levels. The number of pyramid levels will directly affect the size of the partitioned data block, so its level depth will affect the efficiency and visualization effect of reading and displaying point cloud data. Data block is the smallest unit of point cloud rendering, and the size of data block has a great influence on the final rendering speed [16]. The larger the block, the more data each block has, and the slower the scheduling display speed; On the contrary, the smaller the block, the more trivial the data block, which is not conducive to data organization and management. Number of levels of pyramid $n$ is determined by the number of original point cloud data points and the number of top point cloud data points, and the calculation formula is as follows:

$$n = \log_e M - \log_e t + 1,$$

where, $M$ is the number of points in the original point cloud data, $t$ is that numb of points in the top point cloud data, $e$ is the thinning ratio, in order to ensure the consistency of the data volume of point cloud blocks in each layer, set $e$ is 4. For the $s$ layer point cloud except the top layer, the number of points is:

$$\text{num} = 3 \times \frac{M}{4^t}.$$  

The set of all layer points is consistent with the number of original data points to avoid data redundancy.

2.1.2.2. Thinning of laser point cloud big data

The point cloud data density of laser scanning hardware is very high, which meets the accuracy requirements of various applications. According to the requirements of different applications for point cloud data, the original point cloud data are thinned to different degrees. Point cloud pyramid is a hierarchical data structure, which requires multi-resolution thinning of point cloud data. For rapid visualization of point cloud data, it is required to read point cloud data as few times as possible and minimize data redundancy [17]. The multi-resolution point cloud data thinning method based on dot number is used to dilute the laser point cloud data. The basic flow of this method is as follows:

(a) Sort all point cloud data from 0.
(b) Setting the thinning ratio as follows: first take out data point with integer times of point number $e^0$ but not integer times of $e^1$. The point cloud data taken out is the point cloud data of layer 0.

(c) In respect of the $m$ layer data, take out data point with integer times of point number $e^m$ but not integer times of $e^{m+1}$, the point cloud data taken out is the $m$ layer data.

(d) For an $n$ layer point cloud data model, take out the point cloud data with an integer multiple of the point number $e^n$ is the data of layer $n$.

The above method can complete the whole thinning process only by circulating the point cloud data of the whole building once, and the thinning algorithm has high efficiency and low complexity; In terms of data accuracy, the data accuracy of the original point cloud data is completely preserved [18]. The total data volume after thinning is the same as the original point cloud data volume, and the point cloud data of each layer is unique, so there is no data redundancy.

2.1.2.3. Block processing of laser point cloud big data

Point cloud data with different resolutions are formed after thinning, so it is necessary to block the point cloud data with different resolutions. The size of data block directly affects the effect and efficiency of data visualization. Building laser point cloud big data is a three-dimensional spatial distribution data type [19], and its data distribution range in the horizontal direction is much larger than that in the elevation direction, which can be regarded as a two-dimensional data.

According to the actual characteristics of building laser point cloud big data, the sparse point cloud data is divided into blocks by using the hybrid spatial grid division method, and for the data range is $\{\min X, \max X, \min Y, \max Y, \min Z, \max Z\}$ point cloud data, setting $z_{Grid} = \max Z - \min Z$, the minimum square side length surrounding the whole point cloud data area is $L$. The block processing process is as follows:

(a) For the top-level point cloud data after thinning is not processing in blocks, and the file is named by using the data range of the data block.

(b) For the point cloud data of the second layer, judging if $L/2$ is greater than $z_{Grid}$, if yes, the point cloud data of this layer is divided into grid blocks in the plane direction, and the grid size is $L/2$; If not, block the point cloud data of this layer with a spatial grid with the size of $L/2$.

(c) For the $n$ layer point cloud data, judging if $L/2^{n-1}$ is greater than $z_{Grid}$. If yes, divide the point cloud data of this layer into four equal parts in the plane direction and divide them into four sides with the length of $s/2^{n-1}$ point cloud data block; If not, divide the point cloud data of this layer into eight equal parts in space, and divide them into eight sides with the length of $s/2^{n-1}$ point cloud data block.

(d) Performing point cloud blocking in step (b) on the thinned point cloud data of all levels until the thinning point cloud data of all levels are blocked.

The segmented building laser point cloud big data forms a tower-shaped data structure similar to the image golden pagoda, that is, the point cloud golden pagoda data model.

2.2. Feature extraction of laser point cloud big data in building space

The characteristics of laser point cloud big data in building space are extracted from the results of laser point cloud big data organization and processing.

2.2.1. Feature extraction of building space lines based on improved mean-shift

The amount of three-dimensional point cloud data in building space is huge, so it takes a long time to directly use point cloud data for plane segmentation, although the method is intuitive. At the same time, when the three-dimensional laser point cloud data of building space contains curved walls, building curved walls by plane or piecewise linear fitting will cause the model to be imprecise, and surface modeling can be transformed into curve extraction by building slices, so
an effective curve feature extraction method is needed. Using the improved Mean-shift point cloud line feature extraction method, the building space line feature is extracted. Firstly, the concepts of straight line and curve are defined. Line features include straight line segments and non-straight curve segments. A straight line is a series of points with the same direction. On the contrary, the direction of a curve will change from one point to another. The curve is represented by a series of uniform sampling points, while the straight line can be represented by both uniform sampling points and two points, depending on the specific situation. In order to simplify the problem of feature extraction, the original unordered point cloud is transformed into an orderly organization form of hierarchical structure [20], that is, it is processed by slicing. The basic idea of the point cloud slicing method is that the original point cloud is segmented by a set of parallel planes along a given direction and at a given interval, and the layered point cloud is projected onto the corresponding reference plane to form an outline point cloud slice. Point cloud slicing technology can segment scattered point clouds in layers, and the segmentation direction can be user-defined direction or along the $X$ axis, $Y$ axis or $Z$ axis.

Based on the assumption of Manhattan space, the reconstruction direction is generally select $Z$ axis direction when building space modeling, the number of division layers is user-defined. Suppose there are scattered point clouds $P = \{p_1, p_2, \cdots, p_n\}$, $p_i = (x, y, z) \in \mathbb{R}$, point cloud coordinate range can be recorded as $(x_{\min}, y_{\min}, z_{\min}) \sim (x_{\max}, y_{\max}, z_{\max})$. Suppose along $Z$ axis direction for hierarchical segmentation of building space point cloud data, the number of layers is $n$, the thickness of each layer is:

$$z_{\text{thickness}} = \frac{z_{\max} - z_{\min}}{n},$$

where, $z_{\text{thickness}}$ is the layered thickness.

The layered point cloud is sliced by the projection plane method. For the layered point cloud, the middle position is defined as the projection reference plane of the layer, and all the data points in the layer are projected to the reference plane to form a point cloud slice.

The calculation formula of each reference plane is as follows:

$$z_i = z_{\min} + \frac{2i - 1}{2} \cdot z_{\text{thickness}},$$

where, $z_i$ represents the projection reference plane of the layer $i$, and the normal vector of the plane points in the positive direction of the $Z$ axis, $z_{\min}$ represents value of the lowest projected reference plane.

### 2.2.2. Line tracing with double radius threshold

The double radius threshold line tracing method is used to extract the continuous polyline from the point cloud data of building space. Using distance threshold $d_2$ speed up the search and ensure the continuity and smoothness of the building polyline. The basic steps of line tracing algorithm with double radius threshold are as follows:

1. Construct a $KD$ tree of the point cloud slice;
2. Randomly select a point and search for the nearest neighbor within its $d_2$ radius, computing the $PCA$ main direction of the point cloud according to the nearest neighbor set $Q$. Search along the main direction, and then search along the reverse direction of the main direction.
3. Per through the nearest neighbor within the radius $d_2$ to obtain all points whose distance to the current point is greater than $d_1$, the point with the smallest angle $\Delta \theta$ was added to the curve branch as new points and marked as a node. All points that less than $d_1$ are marked as visited.
4. Until there are no neighboring points that meet the conditions, merge two curves searched in opposite directions and return the curves.
(5) Repeat steps (2)-(4) until all slicing points are marked as visited and branching points.

2.2.3. Straight line discrimination of building space

The curve obtained by tracing consists of a series of nodes, and the distance between adjacent nodes is relatively uniform. After the online tracking step, the detected building wall lines need to be divided into straight lines and curves. It is assumed that the detected building curve can be defined by defining a pair \((p, v)\) to represent, in which \(p\) is a point on a straight line, \(v\) is the direction vector of a straight line. The value of \(p\) takes the median of all vertex positions in the polyline. \(v\) is a normalized direction vector, and its value is determined by the median of the direction vector of each component straight line segment of a polyline:

\[
p = \text{median}(p_x, \text{median}(p_y))^T, \\
\tilde{v} = \text{median}(d_x, \text{median}(d_y))^T. 
\]

(5) (6)

The calculation formula of the distance from each vertex of the building to the estimated straight line \(d_i\) is as follows:

\[
d_i = |(p_i - p) \cdot \tilde{v}|. 
\]

(7)

The angle \(\theta_i\) between the vector from each point \(p_i\) to the center point \(p\) and the linear direction vector is calculated as follows:

\[
\cos(\theta_i) = \frac{(p_i - p) \cdot \tilde{v}}{||(p_i - p)|| \cdot ||\tilde{v}||}. 
\]

(8)

When \(\cos(\theta_i) > \cos(\Delta\theta')\|\cos(\theta_i) < \cos(\pi - \Delta\theta')\) and \(d_i < \Delta d\) established simultaneously at the same time, \(L_i\) is a straight line; Otherwise, \(L_i\) is a curve.

2.2.4. Regularization of building space

Walls, doors, windows and other structures in architectural space usually present plane or straight-line geometric characteristics, mostly parallel or orthogonal. There is noise in 3D laser point cloud data, and the line feature extraction results will deviate from these rules. Therefore, it is necessary to regularize 3D laser point cloud data of buildings. The initial values of parameters of straight line segment are obtained by using the median of line point coordinates and the median of line direction. The straight line parameter is expressed as \((p_i, \tilde{v}_i)\), record the included angle between other straight lines and reference straight lines as \(\theta\), \(\Delta\theta\) is the angle threshold, and the expression can be obtained as follows:

\[
\cos(\theta) = \frac{\tilde{v}_i^\text{ref} \cdot \tilde{v}_i}{||\tilde{v}_i^\text{ref}|| \cdot ||\tilde{v}_i||}. 
\]

(9)

If the first line refers to a straight line containing the maximum number of point clouds \(L_{ref}\), then the conditional rules of the other orthogonal and parallel lines \(L_i\) are defined as: When \(\cos(\theta) > \cos(\Delta\theta)\|\cos(\theta) < \cos(\pi - \Delta\theta)\), \(L_i\) is parallel; When \(\cos(\theta) < \sin(\Delta\theta)\), \(L_i\) is orthogonal.

In the process of point cloud data regularization, in order to obtain the optimal straight line parameters for each straight line, the constrained least square method is used to solve this problem. For each straight line, it can be expressed by a straight line equation as follows:

\[
a x + b y + c = 0. 
\]

(10)
The straight line equation corresponding to the straight line segment projected by the reference wall line can be expressed as:

\[ L_{ref}(a_0, b_0, c_0) = a_0x + b_0y + c_0. \]  

(11)

If the line is parallel to the reference line, there are:

\[ L_i(a_i, b_i, c_i) = a_i x + b_i y + c_i = a_0x + b_0y + c_i. \]  

(12)

If the line is perpendicular to the reference line, there are:

\[ L_i(a_i, b_i, c_i) = a_i x + b_i y + c_i = b_0x - a_0y + c_i = a_0(-y) + b_0x + c_i. \]  

(13)

Using the above process, a linear equation group is obtained. \( Ax = b \), in which \( A \) is a coefficient matrix representing a system of linear equations, \( x \) represents an unknown parameter vector, because \( b = \phi \), can get \( x = (c_0, c_1, \ldots, c_i, a_0, b_0)^T \). QR decomposition is made with coefficient matrix \( A \), make the singular value SVD decomposition of the triangular array \( R \) in the decomposition result to obtain the final solution of \( x \). After the wall lines of buildings are regularized vertically and parallelly, the collinearity rule is used to merge the parallel straight line segments whose mutual distance is less than a given threshold, and the collinearity line segments are merged by the average method.

2.3. Visual reconstruction method of architectural space visualization

2.3.1. Translation matching of characteristic points of building laser point cloud big data

The initial value of translation matrix of laser point cloud big data in building space is determined, which provides the basis for feature point matching. For the selection of the initial value of the translation matrix, the centroid of two reconstructed point clouds is obtained. Let an arbitrary set of three-dimensional point clouds \( P \), which should contain complete three-dimensional structural information of the target, and solve the number of point clouds in each point \( P_i \) domain, determines the weight of a single point, which is inversely proportional to the number of point clouds, that is, when the neighborhood of a certain point \( U(P, \delta) \) of inner point clouds is \( n \), its weight is \( k/n \) (\( k \) is constant). When the number of point clouds in the neighborhood is 0, this point is likely to be a wrong matching point, so its weight is defined as 0, and then the weighted average coordinates of all points are calculated:

\[ \bar{x} = \frac{\sum_{i=1}^{n} X_i \eta_i}{\sum_{i=1}^{n} \eta_i}. \]  

(14)

Similarly, it can be calculated \( \bar{y}, \bar{z} \) and finally get the point \( O_p[\bar{x}, \bar{y}, \bar{z}]^T \) which is the geometric center coordinate of the point cloud, and then, the weighted average distance from all point clouds to \( O_p \) is calculated as follows:

\[ \bar{s}_p = \sum_{i=1}^{n} h_i \|P_i - O_p\|. \]  

(15)

Similarly, the weighted average distance \( \bar{s}_q \) from point to \( O_q \) within point set \( Q \) can be calculated, and the initial scale factor \( \lambda \) can be calculated by formula \( \lambda = \bar{s}_q / \bar{s}_p \).

The coordinate difference between two groups of point clouds is used as the initial value of translation matrix and applied to plane registration of point cloud data.
Finally get $\lambda T$ is the initial value of registration.

### 2.3.2. Spatial matching of big data features of building laser point clouds

Through multi-view model registration, the visual reconstruction of architectural space is completed. The process of model registration is to match and align the point clouds obtained from different viewpoints, which is an important step in the process of obtaining the object surface contour and 3D reconstruction of the scene. Find the two closest points in two point clouds on the object, and use them as corresponding points in the process of processing, find out all such point pairs, and then calculate the rotation and translation transformation between the two point clouds according to these point pairs. The purpose of model registration is to find a rigid transformation between two local point clouds, so that one point cloud can overlap with the other point cloud best after transformation. Iterative Corresponded Point, ICP method (ICP) is used to reconstruct the architectural space visually. This method gives two three-dimensional data points set in different coordinate systems, and solves the spatial transformation of these two three-dimensional data points sets, so that they can accurately match in space.

If the first three-dimensional data point set is represented by $\{P_i\}_{i=1}^N$, the second three-dimensional data point set is represented by $\{Q_i\}_{i=1}^N$, the objective function of two point sets alignment matching is as follows:

$$f(R, t) = \sum_{i=1}^{N} (Q_i - (RP_i + T))^2 = \min.$$  \hspace{1cm} (17)

ICP algorithm is actually an optimal matching algorithm based on the least square method, which repeatedly executes the process of “determining the corresponding relation point set-calculating the optimal rigid body transformation” until it meets a convergence criterion representing correct matching. The purpose of ICP algorithm is to find the rotation matrix between the reference point set and the target point set $R$ and translation vector $T$ the transformation between two sets of matching data can meet the optimal matching under a certain metric criterion. Make the coordinate of the target point set $P$ is to be $\{P_i\}_{i=1}^N$, the coordinates of reference point set $Q$ is $\{Q_i\}_{i=1}^N$, in the $k$ iteration, the point coordinate corresponding to the coordinate of the point set $P$ is $\{Q_i\}_{i=1}^N$, solve the transformation matrix between $P$ and $Q$, the original transformation is updated until the average value of the distance between the data is less than the given threshold. The detailed steps are as follows:

1. Take a subset $P_i^k \in P$ contained in the target point set $P$.
2. Solve a reference point set $Q$ with its corresponding point $Q_i^k \in Q$, make $|P_i^k - Q_i^k| = \min$.
3. Determine the rotation matrix $R_i^k$ and translation vector $T_i^k$, to satisfy the value of its smallest $\sum_{i=1}^{N} (Q_i^k - (RP_i^k + T))^2$.
4. Calculate $P_i^{k+1} = \{P_i^{k+1}\}_{i=1}^N = R_i^k P_i^k + P_i^k, P_i^k \in P$.
5. Calculate $d_i^{k+1} = \frac{1}{n} \sum_{i=1}^{n} (P_i^{k+1} - Q_i^k)^2$.
6. If $d_i^{k+1}$ is greater than or equal to a given value $\tau$, return (2) until $d_i^{k+1} < \tau$ or the number of iterations $k$ is more than the preset maximum number of iterations.

The ICP algorithm is calculated by the optimal analytical method $P$ and $Q$ with its corresponding points in the two-point set are matched by the transformation between them, and the registration parameters between the data sets are optimized by iteration. The singular value
decomposition method is used to optimize the analysis. If the motion parameters are represented by matrix $T = (R, t)$, point set of $P$ and $Q$ are given at the same time. At any point $p_i$, after transformation, it is a point such as $p_i + t$. The error of that corresponds to the corresponding point $q_i$ is $(q_i - Rp_i + t)^2$. The total error is:

$$E = \sum_{i=1}^{n} (q_i - Rp_i + t)^2.$$  

(18)

In order to convert the rotation matrix $R$ and displacement vector $T$ we subtract the coordinates of all points from the coordinates of the center of mass of these points. Set $p$ is the center of mass of point set $P$, set $q$ is the center of mass of point set $Q$, then the displaced point is:

$p' = p - p$,

$q' = q - q$.

Use a unit quaternion $q$ represent rotation matrix $R$:

$$R = R(q),$$

where the unit quaternion $q = (q_0, q_x, q_y, q_z)$ meet the conditions: $q_0 \geq 0$, $q_0^2 + q_x^2 + q_y^2 + q_z^2 = 1$.

The cross covariance matrix of point set $P$ and point set $Q$ is:

$$\Sigma_{pq} = \frac{1}{n} \sum_{i=1}^{n} (p_i - p)(q_i - q)^T = \frac{1}{n} \sum_{i=1}^{n} (p_iq_i^T) - pq^T.$$  

(19)

Among them, $p$ and $q$ respectively represent the center of mass point sets $P$ and $Q$. Using anti-symmetric matrix $A = \Sigma - \Sigma^T$ and column vector $\Delta = (A_{23}, A_{31}, A_{12})^T$ construct a $4 \times 4$ symmetric matrix:

$$Q(\Sigma_{pq}) = \begin{bmatrix} tr(\Sigma_{pq}) \\ \Delta \\ \Sigma_{pq} + \Sigma_{pq}^T - tr(\Sigma_{pq})I \end{bmatrix}.$$  

(20)

Among them, $I_3$ is a $3 \times 3$ identity matrix. The unit eigenvector corresponding to the maximum eigenvalue of matrix $Q(\Sigma_{pq})$ is the quaternion that satisfies the rotation matrix, and the rotation matrix is calculated. After calculating the rotation matrix $R$, combined with the translation matrix $T$, each point in the 3D point cloud $A$ reconstructed by one viewpoint using $R$ and $T$, is transformed according to equation $B = AR + T$ to obtain the coordinate value of this point cloud under the coordinate system of the 3D point cloud $B$ reconstructed from another perspective, the two groups of point clouds are placed in the same coordinate system to obtain the final visual reconstruction result of architectural space visualization. The results of visual reconstruction of architectural space are visually displayed by Luminoin3D software, which is a three-dimensional visualization software, including a rich model base, and intuitively displays the results of three-dimensional visual reconstruction of architectural space.

### 3. Results

In order to verify the visual reconstruction method of building space based on laser point cloud big data and to reconstruct the effectiveness of building space, a building in a commercial district of a city is selected as the research object, and the building space of this building is visually reconstructed by this method.

The three-dimensional laser scanner used in this method is used, and the building laser data collected are shown in Fig. 1. From the experimental results in Fig. 1, it can be seen that the three-dimensional laser scanner can be used to effectively collect the laser scanning data of buildings.

From the laser scanning data of the building, the laser point cloud data of the building space is extracted, and the collection result of the laser point cloud data of the building space is shown in Fig. 2.

From the laser point cloud data in Fig. 2, it can be seen that the laser point cloud data can be
effectively extracted from the laser scanning results by this method. This method takes laser point cloud data as the basis of visual reconstruction of architectural space visualization, and realizes visual reconstruction of architectural space visualization by processing the laser point cloud data of architectural space.

By using the collected laser point cloud data of building space, the visual reconstruction of building space is carried out by this method. The results of visual reconstruction of architectural space from different angles are shown in Fig. 3.

Fig. 1. Results of laser scanning of buildings by 3D laser scanner

Fig. 2. Laser point cloud data

Fig. 3. Visual reconstruction results of architectural space visualization
As can be seen from the experimental results in Fig. 3, the architectural space can be visually reconstructed according to the laser point cloud big data of the architectural space. Further analysis of the visual reconstruction results in Fig. 3 shows that the reconstruction results of architectural space from different angles are highly unified, which verifies that the visual reconstruction of architectural space with this method can obtain architectural space from different visual angles and improve the application of the reconstruction results of architectural space.

Ten test points are randomly selected from the results of visual reconstruction of architectural space by this method. The corresponding relationship between the actual coordinates of the selected test points and the coordinate points in the 3D reconstruction results of the building space is counted, and the error value $\kappa_i$ and error ratio $\eta_i$ of each test point are calculated. The calculation process is shown in Eq. (21) to (22):

$$
\kappa_i = \frac{\sqrt{(x_i - x'_i)^2 + (y_i - y'_i)^2 + (z_i - z'_i)^2}}{\kappa},
$$

$$
\eta_i = \frac{\sqrt{x_i^2 + y_i^2 + z_i^2}}{\sum_{i=1}^{10} \kappa_i},
$$

$$
\kappa = \frac{\sum_{i=1}^{10} \kappa_i}{10},
$$

$$
\eta = \frac{\sum_{i=1}^{10} \eta_i}{10}.
$$

Among them, $(x_i, y_i, z_i)$ represents the actual coordinate point, $(x'_i, y'_i, z'_i)$ represents the reconstructed coordinate point, $\kappa$ represents the mean error after reconstruction for 10 test points, and $\eta$ represents the mean error ratio after reconstruction for 10 test points.

The results obtained by statistics and the final error value and error ratio results are shown in Table 1.

<table>
<thead>
<tr>
<th>Test point sequence number</th>
<th>Actual coordinate point / m</th>
<th>Reconstructed coordinate point / m</th>
<th>Value of error</th>
<th>Ratio of error / %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X-axis Y-axis Z-axis</td>
<td>X-axis Y-axis Z-axis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>25.6 84.7 16.4</td>
<td>25.3 84.3 16.5</td>
<td>0.5099</td>
<td>0.57</td>
</tr>
<tr>
<td>2</td>
<td>305.4 186.4 13.5</td>
<td>305.6 186 13.4</td>
<td>0.4583</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>1052.6 1564.5 9.9</td>
<td>1052.5 1564.3 9.6</td>
<td>0.3742</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>864.4 1066.5 23.5</td>
<td>864.1 1066.6 23.4</td>
<td>0.3317</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>2064.5 1054.5 14.5</td>
<td>2064.2 1054.7 14.4</td>
<td>0.3742</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>3012.5 596.8 16.8</td>
<td>3012.7 596.4 16.7</td>
<td>0.4583</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>425.6 415.6 17.5</td>
<td>425.3 415.2 17.6</td>
<td>0.5099</td>
<td>0.09</td>
</tr>
<tr>
<td>8</td>
<td>284.5 315.5 5.8</td>
<td>284.7 315.1 5.7</td>
<td>0.4583</td>
<td>0.11</td>
</tr>
<tr>
<td>9</td>
<td>195.4 256.8 3.6</td>
<td>195.1 256.9 3.7</td>
<td>0.3317</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>97.5 105.6 1.8</td>
<td>97.2 105.2 1.7</td>
<td>0.5099</td>
<td>0.35</td>
</tr>
</tbody>
</table>

As can be seen from the experimental results in Table 1, in the visual reconstruction results of the building space obtained by this method, the difference between the actual coordinates of the test points and the coordinates in the 3D space is very small, with an average error value of 0.4316 and an average error ratio of 0.14 %. The experimental results in Table 1 show that the point cloud matching method used in this method can realize the accurate matching of point cloud big data feature points in building space, and provide a good foundation for improving the three-dimensional reconstruction performance of building space.

Statistically, this method is used to visually reconstruct the building space, and compared with the 3D shape reconstruction method of view object based on deep u-net convolutional neural network in literature [11], the reconstruction accuracy, reconstruction completion and reconstruction smoothness of the two methods reconstruction results are shown in Fig. 4.
From the experimental results in Fig. 4, it can be seen that the reconstruction accuracy, reconstruction completion and reconstruction smoothness are all higher than 95% by using the laser point cloud big data to visually reconstruct the building space. Using this method to visually reconstruct the architectural space, the reconstruction results are complete, and the complete visual experience of the architectural space is presented to users through the visual interface. The smoothing value of the reconstruction results of building space is high, which verifies that the line features of building space extracted by this method have high continuity, and the line features in laser point cloud big data and other building space features are relatively intact. The method in this paper has high stability in visual reconstruction of architectural space, and the error of local point cloud characteristics of architectural space is controlled to the minimum, so the results of reconstruction completion and reconstruction smoothness are ideal. The reconstruction accuracy of the building space obtained by this method is higher than that of 97%, which verifies the reconstruction performance of this method. The experimental results in Fig. 4 show that this method has high reconstruction performance and meets the practical application requirements of visual reconstruction of architectural space.

In order to further explore the practical application effect of the method presented in this paper, the large data of laser point cloud in building space was measured in detail in this study, including statistical indicators such as uncertainty, sensitivity and confidence interval. The experimental measurement process will be introduced in detail below.

In order to evaluate the uncertainty in the feature extraction process of building laser point cloud big data, repeated measurements were first made and the uncertainty was calculated using statistical methods. By analyzing the data of many repeated measurements, the possible error range in the process of feature extraction is calculated. Standard deviation is used to measure the difference between the measured values, and then the uncertainty of the measured results is obtained. Its formula can be expressed as:

$$\delta = \sqrt{\frac{\sum(x_i - x_{mean})^2}{n-1}}\quad (25)$$

where $x_i$ represents each measurement, $x_{mean}$ represents the mean of all measurements, and $n$ represents the number of data.

Sensitivity usually refers to the response speed of the system output to the change of the system input. In this paper, by changing the parameters in the extraction algorithm, we observe its influence on the final result, and compare the extraction effect under different parameter Settings. It can be calculated by the following formula:
\[ s = \frac{u_i - u_0}{\Delta u}, \]  \hspace{1cm} (26)

where \( s \) represents sensitivity, \( u_i \) represents the final result, \( u_0 \) represents the initial result, and \( t \) represents the amount of change.

Finally, the confidence interval of the feature extraction results of laser point cloud big data of building space is calculated. By analyzing the distribution of the experimental data, the confidence interval of the feature extraction results was calculated by statistical method to evaluate the reliability and stability of the results. The calculation process can be expressed as the following formula:

\[ C = x_{\text{mean}} \pm \frac{s}{\sqrt{n}} \]  \hspace{1cm} (27)

where \( s \) represents the standard error, then \( t \) is the critical value of the T-distribution related to the confidence level and the degree of freedom.

Based on the above experimental process and calculation formula, the results of uncertainty, sensitivity, confidence interval and other statistical indicators are obtained, as shown in Table 2.

### Table 2. Measure the results of statistical indicators

<table>
<thead>
<tr>
<th>Experimental sequence number</th>
<th>Uncertainty (%)</th>
<th>Sensitivity score</th>
<th>Confidence interval (95 %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7</td>
<td>9.4</td>
<td>±0.05</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>9.5</td>
<td>±0.02</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>9.6</td>
<td>±0.08</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>9.7</td>
<td>±0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>9.5</td>
<td>±0.04</td>
</tr>
<tr>
<td>6</td>
<td>0.7</td>
<td>9.4</td>
<td>±0.06</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>9.8</td>
<td>±0.02</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>9.7</td>
<td>±0.03</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>9.4</td>
<td>±0.05</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>9.6</td>
<td>±0.07</td>
</tr>
</tbody>
</table>

Through the analysis of experimental data, we can see the uncertainty, sensitivity scores and confidence intervals under different experimental serial numbers. First, in terms of uncertainty, the experimental results show a certain range of variation, from the lowest 0.4 % to the highest 0.8 %, which indicates that there is a certain degree of measurement error in the feature extraction process, but the overall level is still high. Second, the sensitivity score fluctuated between 9.4 and 9.8, indicating that the system's response speed to input changes varied under different Settings, but the overall performance was good. Finally, the confidence interval varies between ±0.02 and ±0.08, which reflects the degree of certainty of the feature extraction results. The smaller the confidence interval, the more reliable the results. By comprehensive analysis of these data, we can see that the experimental results are stable, with high accuracy and reliability. All in all, these experimental data provide a useful reference for the feature extraction of laser point cloud big data in building space, and provide an important guiding significance for future research and practical application.

### 4. Conclusions

Aiming at the defects of low reconstruction accuracy and completeness in the existing three-dimensional reconstruction methods, a visual reconstruction of building space is carried out based on laser point cloud big data. This method organizes and processes the laser point cloud big data to solve the problem that the laser point cloud big data is too large and affects the reconstruction efficiency. The features in the laser point cloud data of building space are extracted, and the visual reconstruction of building space is realized by using the extracted features. Through
experiments, a complete result of building space reconstruction is obtained. This method ensures the reconstruction accuracy, and at the same time, the reconstruction integrity of architectural space is high, which improves the visual reconstruction effect of architectural space.
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