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Abstract. This paper presents an integrative review of control strategies in robotics, covering 
classical control methods (linear quadratic regulator, proportional-integral-derivative), modern 
methods (adaptive, sliding mode, model predictive, and H-infinity), intelligent control methods 
(neural network, fuzzy logic, and machine learning), and hybrid control methods (integration of 
classical, modern, and intelligent control methods) to identify the advantages, limitations and gaps 
for future. A brief comparison of control methods between the types of control strategies is 
conducted with respect to robustness, stability, and complexity of implementation on 3 different 
levels of evaluation criteria: high, average, and low; advantages; limitations; and robotic 
applications, including examples. This paper discusses the theoretical and practical advancements 
and the classification of control strategies according to controller types (linear, nonlinear, and 
learning-based), approaches (model-based and model-free), and classifications (centralized, 
decentralized, and modal control). The review highlights the strengths, limitations, and potential 
research directions in bridging classical, modern, intelligent, and hybrid control paradigms to 
achieve safe, efficient, and adaptive robotic behavior in complex, uncertain environments. We 
discuss the future direction: autonomy, human-robot collaboration, and enhanced learning and 
challenges: cost, reliability, safety of control strategies, concluding with recommendations for 
future research.  
Keywords: robotic control, classical control, modern control, intelligent control, control strategy, 
control method. 

1. Introduction 

The primary objective of the control system in modern Robotics is to minimize the product 
risks and costs based on the customer demands across academia, research, medicine, and industry 
sectors. The purpose of the control system of robotics is to implement the real-world robotics 
application (e.g., Robot Manipulator Control System, UAV Flight Control System, Autonomous 
Vehicle Control System, Medical Robots Control System) integrating hardware (sensors, 
actuators), control laws based on control strategies, and computation. As well as modern robotics, 
control strategy of robots is becoming the innovative point of all types of robots. The development 
and implementation of the new type of robotics is the main drive of Industry and other sectors 
using the innovative approaches based on the control strategies: classical, modern, intelligent and 
hybrid including the control methods to achieve higher efficiency and more desirable outcomes. 
Nowadays, Robotics faces difficulties to build the modern robots based on the linear and classical 
control strategies. In addition, the artificial intelligent system has gradually increased in recent 
years in the field of robotics. 

The main aim of the control strategies is a high-level approach or philosophy guiding control 
design using control methods based on the types of controllers. The control strategies define the 
overall framework used to control a system, such as whether it relies on feedback, optimization, 
or machine learning activities. Control methods are specific techniques under the control strategy 
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that dictate how control is applied and describe the general mathematical approach that how 
control is regulated include stability, robustness and optimization based on their simplicity or 
complexity. 

The invention of the new type of robot is more complex and requires the development of the 
various control algorithms which are interconnected with existing algorithms and integration of 
intelligent system elements. That’s why modern robots have very complex structures, and their 
control algorithms involve the specific computational and implementation procedure, formulas 
and programs in real-world environments. In [1, 30], the effective way of developing the control 
algorithm analyzed more effectively as a hybrid and artificial intelligent-based control algorithm. 
Hence the control algorithm may be considered as a description (mathematical model) of the 
controller. 

In Fig. 1, the main keywords of this article are defined and explained more clearly and shown 
the interconnection. 

 
Fig. 1. Definition, mutual differentiation and coherence of the main keywords:  

control algorithm, control method, control strategy and control system  

In this article we analyze the control strategies including control methods advantages, 
limitations and their effectiveness in robotics applications, prepare the recommendations on the 
possibilities of future use in a hybrid and integrated manners. The aim of this paper is to provide 
an integrative review of the various control strategies developed for robot systems. Addressing 
the challenges faced by robots and other factors influencing their performance, a thorough 
examination of different control strategies is presented, detailing the advantages and 
disadvantages of each approach. Innovative technical solutions are highlighted to ensure optimal 
performance in various tasks and operating conditions. In addition, several research issues are 
identified that require further investigation. Finally, current advances in robots for research and 
commercial applications are discussed and suggestions for their control strategies are developed. 

1.1. Structure of the paper 

The paper structure consists of 6 sections. In Section 2, Fundamentals of control strategies 
include methods presenting mathematical equations with structure scheme, advantages, 
limitations and the main key features. In Section 3, the classification of Control methods as linear, 
nonlinear, and learning based control based on control techniques, and approaches: model-based 
and model-free types as a method and classification of control strategies as centralized, 
decentralized and modal control are reviewed. Sections 4 and 5 contain the performance metrics 
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of control strategies, comparative analysis of control methods, and hybridization in the practical 
implementation of control strategies. At the end, in Section 6, the concluding remarks and 
recommendations for future research are stated. 

1.2. Research and paper selection methodology 

The integrative review research papers on robotic control strategies are sourced papers from 
MDPI, IEEE Xplore, CrossRef and ResearchGate database in English language. The searching 
methodology for papers is based on the keywords: “Control strategy in Robotics” and “Reviewed 
paper on control strategies”. The selecting methodology focuses on methods of control strategies, 
implementation and design of new methods in Robotics, and innovative approach of control 
system in Robotics. 

2. Fundamentals of control strategies in robotics 

This section reviewed the types of control strategies based on the control methods. All works 
and analyses in this paper applied on the rigid-body robots including rigid links connected by 
joints. 

Robots are the more effective and higher costly device in the industry and medical sector. In 
Medical area, robots are used as surgical robotics, rehabilitation robotics, and prosthetic devices 
[1, 35]. Different types of robots are utilized based on customer needs and requirements. They can 
be categorized according to various criteria, including Degree of Freedom, Kinematic Structure, 
Dynamics of Control, Drive Technology, Sensing System, Workspace Geometry, Motion System, 
and Control Strategy. The main controlled parameters of robots are the position, velocity, and 
acceleration of the links that are determined based on the joint angles and forces [2]. 

 
Fig. 2. Classification of control strategies in robotics based on methods:  

classic control, modern control, intelligent control, hybrid control and new types of control methods 

Control strategy of the robot control system is one of the main items to develop the 
technological process. The effective application of the control strategy depends on the control 
methods. There are three types of control strategies: classical control strategy, modern control 
strategy and intelligent control strategy. In previous research papers, hybrid control strategy is 
also one of the types of control strategy, shaped from synergetic integration of classical and 
modern type. In Fig. 2, the types of control strategies including methods which reviewed in this 
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paper, hybrid control strategies which are formed by using classical and modern methods in 
conjunction with each other and new types of control strategy which are created by applying the 
intelligent elements to classical, modern and hybrid methods are shown. In the approach to types 
of control strategies in robotics, the concepts of control strategy, control method, control 
algorithm, and control system are widely used, but there are some differences between them. In 
this section, control strategies mainly based on control methods are analyzed. This classification 
helps differentiate between broad approaches (strategies), specific techniques (methods), 
computational implementations (algorithms), and real-world applications (systems). 

2.1. Classic control methods 

Classic control methods are the basis of modern control and intelligent control theory and 
studies of linear systems. It is suitable for SISO: single input, single output, solving the analysis 
of systems and optimization problems [1]. Classical control methods consist of two main methods: 
proportional integral derivative control (PID) and linear quadratic regulator control (LQR) 
methods. These kinds of methods offer robust performance and effective control for linear 
industrial robots and are more effective to ensure the reliability and stability of the system. 
Implementation of the control in these methods is much easier than others. Table 1 presents the 
key features of classical methods based on the three main components: robustness, stability and 
complexity of implementation on 3 different levels of evaluation criteria: high, average and low, 
advantages, limitations and robotic applications including the examples. 

Table 1. Comparison of classical control methods in robotics 
Types, 

references Definition Key 
features Advantages Limitations Robotics 

applications 
PID 

control, 
[1]-[4], [8]-
[12], [16], 
[17], [22], 
[23], [26], 

[55] 

This method 
adjusts the 

control input 
based on the 

error, set 
point, and 

output 

Robustness: 
Low. 

Stability: 
High. 

Complexity: 
Low. 

– It is simple for 
implementation 
and well-modeled 
systems. 
– It is easy to 
choose the gain. 

– It is poor 
robustness for 
nonlinear systems 
and disturbances. 
– It cannot predict 
the future errors. 
– It is difficult to 
tune for complex 
plants. 

It is mostly 
used in 

industrial 
manipulators, 

stabilizing 
robotic joint 
positions and 

motion 
planning. 

LQR 
control, 

[2], [4], [9], 
[11], [17], 
[26], [29], 

[55] 

This method 
optimizes the 
control input 
to minimize 
a quadratic 

cost function 

Robustness: 
High. 

Stability: 
Low. 

Complexity: 
Average. 

– It is optimal for 
performance. 
– It is one of the 
best methods for 
minimal control 
energy usage. 
– It has a MIMO 
compatibility. 
– It offers a fast 
response, and it is 
easy to design. 

– It required full-
state feedback. 
– It needs 
accurate system 
modeling. 

It is widely 
used in 

Robotic arms, 
legged robots, 

humanoid 
control, 

autonomous 
navigation. 

PID control method is used in industrial automation widely, although it requires complex 
systems, performance improvement and disturbance immunity. PID controllers are the most used 
in the control system because they are easy to design and implement, clarity of functionality and 
adaptability [1]. In the other hand, utilization of the error between the desired and actual position 
or state to adjust the control commands are most used in the control systems [4]. The main 
advantages of PID control are to improve stability, guarantee product quality and to maximize 
product efficiency in different sectors using the real-world examples [22]. There are some 
limitations due to the non-linearity in technological procedures, PID control struggles to achieve 
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ideal results. Moreover, parameter tuning methods are complex, making it difficult to set 
conventional PID controller parameters without adaptive tuning. These limitations restrict PID 
control applications in robotics [23]. On the other hand, PID control method is one of the most 
error deviation and major energy consumption [27]. 

The PID control consists of three components. The PID components are linear. PID combines 
proportional, integral, and derivative components [22]. The proportional component reduces the 
error based on proportional method. If the proportional (𝐾௣) gain value is too low, the support 
signal may be inadequate to compensate for interference effects. The integral component 
eliminates residual error and relies on the cumulative sum of the uncertainties. If the integral (𝐾௜) 
gain is higher, it can lead to overshoot due to accumulated past errors. The derivative component 
reduces the rate of change of error. The derivative (𝐾ௗ) gains predict future values based on control 
error, enhancing system stability and tuning time. 

The PID controller has an algorithm block diagram given in Fig. 3. The output of the PID 
control algorithm is shown in the Eq. (1). This algorithm adjusts the control input based on the 
error, set point, and output: 

𝑢ሺ𝑡ሻ ൌ 𝐾௣൫𝑒ሺ𝑡ሻ൯ ൅ 𝐾௜ න 𝑒ሺ𝑡ሻ𝑑ሺ𝑡ሻ௧
଴ ൅ 𝐾ௗ 𝑑𝑒ሺ𝑡ሻ𝑑𝑡 , (1)

where, 𝑒ሺ𝑡ሻ is system error. 

 
Fig. 3. PID control technique  

Using AI for PID parameter tuning improves adaptability of the systems. By integration of 
PID controller with fuzzy logic or neural network controller, the system will be optimized the 
structure and parameters. In another way, the metaheuristic algorithm can achieve optimal 
performance and can be assisted in designing the nonlinear PID controller [25]. 

Linear Quadratic Regulator (LQR) control is based on the feedback strategy for using the 
optimization of minimizing the cost function, which reflects system performance, including error 
and control effort. LQP is a classical control method, and the main purpose is to optimal state-
feedback based on state-space theory, optimization principles and MIMO: multiple input and 
multiple output, capable designs. It can manage complex systems as a MIMO, but LQR control 
method demands and requires an accurate system model. 

In the other hand, LQR control method is based on the optimal control techniques and in some 
papers, it uses optimal control methods instead of LQR control methods for nonlinear systems. In 
general, Optimal control application commonly uses the LQR in vibration suppression [26]. 

The main advantages of the LQR control method are the most efficient regulating multi-
variable system with minimal energy use for MIMO systems [27]. However, request for perfect 
system modeling and linear assumptions, and incompatibility for nonlinear systems are the main 
limitations of the LQR control methods. In this regard, LQR is ensuring robust control 
performance based on the model-based controller [28]. LQR control methods are well-known 
methods for solution of the control forces for linear systems to ensure stability and robustness, 
providing the controllable system [29]. 

LQR algorithm optimizes the control input to minimize a quadratic cost function. LQR control 
utilizes a state-feedback control law and represents the control law is given as 𝑢 ൌ െ𝑘𝑥ሺ𝑡ሻ, where 
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𝐾 ൌ 𝑅ିଵ𝐵்𝑃 and 𝑃 ൌ 𝑃் ൐ 0 satisfies the Riccati equation 𝑃𝐴 ൅ 𝐴்𝑃 ൅ 𝑄 െ 𝑃𝐵𝑅ିଵ𝐵்𝑃 ൌ 0. 
The Ricotti Equation helps to calculate the optimal state-feedback gain for optimal control 
techniques. The Linear Quadratic Regulator (LQR) method formulates a linear state feedback 
control law as described in Eq. (2): 𝑥ሶሺ𝑡ሻ ൌ 𝐴𝑥ሺ𝑡ሻ ൅ 𝐵𝑢ሺ𝑡ሻ, 𝑦ሺ𝑡ሻ ൌ 𝐶𝑥ሺ𝑡ሻ ൅ 𝐷𝑢ሺ𝑡ሻ, 𝑢ሺ𝑡ሻ ൌ െ𝐾𝑥ሺ𝑡ሻ, (2)

where, 𝑥ሺ𝑡ሻ and 𝑦ሺ𝑡ሻ present a 𝑛-dimensional state vector, 𝑛-dimensional output vector, 𝑢ሺ𝑡ሻ is 
an 𝑚 -dimensional control vector. The control law aims to minimize the quadratic performance 
index (cost function) given in Eq. (3): 

𝐽 ൌ න ሺ𝑥்𝑄𝑥 ൅ 𝑢்𝑅𝑢ሻ𝑑𝑡ஶ
଴ , (3)

where, 𝑄 and 𝑅 are the weight matrix. The 𝑄 matrix influences state trajectory deviation and the 𝑅 matrix is related to the control quantity and actuator saturation. 

 
Fig. 4. LQR control technique 

The LQR control method is suitable for minimizing the quadratic cost function that balances 
the state error and control effort under the small uncertainty and distribution in the linear MIMO 
system. Integrating with PID, Fuzzy Logic, Adaptive and Neural Network control methods, it can 
achieve the performances of nonlinear system on robustness, adaptability and human-like 
behavior. 

2.2. Modern control methods 

Modern control theory starts to be used in the 1950s and 1960 to address the limitation of 
classical control strategies, which is inadequate for MIMO nonlinear systems [1]. The principles 
of optimal control, dynamic programming, Kalman filter, and state space description have 
contributed to the widespread adoption of MIMO control. In recent decades, advancements in 
modern control methods such as Adaptive Control, Sliding Mode Control (SMC), H-infinity (H∞), 
and Model Predictive Control (MPC) have been successfully implemented across various 
industrial processes as sophisticated non-linear control systems. In Table 2, the key features of 
modern control methods based on the three main components: robustness, stability and complexity 
of implementation on 3 different levels of evaluation criteria: high, average and low, its 
advantages, limitations and robotic applications including the examples are shown. 

Adaptive control methods are a modern control for dynamically adjust controller parameters 
to handle parameter uncertainty and external perturbations in robotic systems. Under unknown or 
changing dynamics, allowing the robotic arm to maintain stable trajectory tracking performance 
despite varying loads, friction forces, and external disturbances the adaptive control methods 
modify control parameters [1]. Robots operate in various environments to perform tasks and 
encounter uncertain environmental conditions. Adaptive control methods excel in managing 
complex systems with uncertainty, nonlinearity, and time-varying traits through continuous 
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learning and self-optimization, ensuring robustness and efficiency in dynamic environments [34]. 
Adaptive control faces challenges in ensuring system stability, managing complexity, and 
reducing computational costs. It requires advanced hardware and software for real-time data 
processing, and tuning adaptation parameters must balance speed, accuracy, robustness, and 
sensitivity to noise and disturbances. 

Table 2. Comparison of modern control methods in robotics 
Types, 

references Definition Key features Advantages Limitations Robotics 
applications 

Adaptive 
Control 

[1], [2], [5]-
[7], [9]-

[12], [17], 
[31]-[34], 

[55] 

This method 
adjusts its 

parameters in 
real-time to 

adapt to 
changing 
system 

dynamics 

Robustness: 
High. 

Stability: 
Low. 

Complexity: 
High. 

– Strong robustness 
vs. parameter 
variations. 
– Works for 
nonlinear systems. 
– Performs well 
when parameters 
change significantly 
and are difficult to 
model. 

– Requires high 
computational 
resources. 
– Stability may be 
hard to guarantee. 
– Takes time to 
adapt with the 
parameters. 

Robotic 
manipulators 
with varying 

payloads 

Sliding 
Mode 

Control 
[1], [2], [8], 

[9], [11], 
[12], [17], 
[23], [36]-
[38], [55], 

[62] 

This technique 
employs a non-

continuous 
control signal 
to guide the 
system state 

towards a 
specified 

sliding surface. 

Robustness: 
High. 

Stability: 
Low. 

Complexity: 
High. 

– Robustness to 
Model Uncertainties. 
– Fast Response & 
Good Tracking 
Performance. 
– Effective 
Nonlinear & High-
Degree-of-Freedom 
Systems. 

– Difficult 
implementing 
design. 
– Sensitive to 
measuring noise. 
– Requires accurate 
system model. 

Humanoid & 
Legged 

Robots, a 
specific class 
of wheeled 

robots 

H-infinity 
(H∞) 

control 
[1], [2], [8], 

[9], [11], 
[39], [42] 

This method 
optimizes the 

control input to 
achieve robust 
performance in 
the presence of 
uncertainties 

Robustness: 
High. 

Stability: 
Average. 

Complexity: 
High. 

- High robustness. 
- MIMO 
compatibility. 
- Robustness to 
parameter changes 
and external 
disruptions. 
- Deals with system 
uncertainties. 

- Complex design 
with uncertainties. 
- Complex to 
implement. 
- Requires complex 
controller structures. 
Performance trade-
offs involved. 

Manipulators, 
humanoid 

robots, 
mobile 
robots, 

cooperative 
robots. 

Model 
Predictive 
Control 
(MPC) 

[2], [4], [9], 
[11], [23], 
[34], [43], 
[46], [55], 

[62] 

This approach 
employs a 

system model 
to forecast 

future behavior 
and optimize 
control inputs 
accordingly. 

Robustness: 
High. 

Stability: 
Average. 

Complexity: 
High. 

- Constraint 
satisfaction. 
- Predictive 
planning.  
- Real-time 
adaptability.  
- Suitability for 
multi-DoF robots. 

- Computational 
complexity. 
- Sensitivity to 
model accuracy. 
- Potential delays in 
high-speed 
applications. 

Manipulators, 
mobile 

robots, and 
human-robot 
interaction.  

Adaptive controller’s parameters adjust automatically to accommodate the changing 
characteristics of the system being controlled or to account for initial uncertainties. Fig. 5 shows 
an optimal technique of adaptive control methods based on adaptive algorithm generates direct 
estimates of the controller’s parameters. 

The adaptive controller is derived from the system's mathematical model, represented in the 
Eq. (4) equation: 𝑥ሶሺ𝑡ሻ = 𝐴ሺ𝜃ሻ𝑥ሶ(𝑡) + 𝐵(𝜃)𝑢(𝑡), (4)
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where, 𝑥(𝑡) is the system state, 𝑢(𝑡) is the control input, 𝐴(𝜃) and 𝐵(𝜃) are system matrices that 
depend on unknown parameters. This algorithm adjusts its parameters in real-time to adapt to 
changing system dynamics. 

There are five methods for adjusting parameters: gain scheduling, dual control, auto-tuning, 
self-tuning control, and model reference [9]. Adaptive control methods are divided into 
model-based control algorithms and non-model-based algorithms. Model-based adaptive control 
requires knowledge of model parameters, and the main advantage allows the physical 
interpretation of the system’s behavior and can identify system’s parameters variations. 
Model-free based adaptive control eses fuzzy logic or neural networks. Its main advantages are 
handling nonlinearity, supporting parallel implementation, and tolerating system uncertainties 
[32]. 

Adaptive control is applicable across various fields, offering significant advantages such as 
high flexibility, strong robustness, and the ability to adjust automatically under varying operating 
conditions. This results in enhanced system performance, especially when developed using 
advanced methods like artificial intelligence, neural network control, and fuzzy logic control. 

 
Fig. 5. Adaptive control technique 

Sliding Mode Control (SMC) is a well-known suitable powerful nonlinear control method for 
robotics, particularly when dealing with unknown disturbances and system uncertainties. Sliding 
Mode Control is commonly used in robotic manipulators, humanoid robots, and force-controlled 
systems for high-performance tracking and robustness. SMC involves designing a switching 
hyperplane to achieve the desired system dynamic. SMC is resilient to parameter changes and 
disruptions. Standard SMC design involves knowledge of uncertainty bound, which may be 
difficult to apply, and it generally employs conservative estimate and excessive gain [21]. It offers 
robustness and stability at the same time good transient performance [24]. SMC has several 
disadvantages: chattering which causes high-frequency oscillations in the input, sensitivity to 
noise when input signals are near zero and the complexity of calculating nonlinear equivalent 
dynamic formulations crucial for good performance. 

The system state model is shown in the Eq. (5) equation: 𝑥ሶ(𝑡) = 𝑓(𝑥ሶ(𝑡),𝑢(𝑡)) + 𝑑(𝑡), (5)

where, 𝑥(𝑡) is the system state vector, 𝑢(𝑡) is a control input, 𝑓(𝑥(𝑡),𝑢(𝑡)) is a known nonlinear 
function, and 𝑑(𝑡) is an external perturbation. SLC algorithm uses a discontinuous control signal 
to drive the system state to a desired sliding surface. 

 
Fig. 6. Sliding mode control technique 

Designing the SMC involves creating a switching function that meets design criteria and 
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selecting a control law to manage system states on the sliding manifold despite disturbances and 
uncertainties [38]. 

In general, sliding mode control is one of the best control of robots in nonlinear systems and 
this theory was initially proposed in the early 1950s by Emelyanov [38]. The traditional SMC 
evolved significantly in the mid-1980s with the introduction of the “second order sliding” concept. 
In the subsequent development phase during the 2000s, higher-order concepts gained considerable 
attention. 

Recently, artificial intelligence methods have been applied to SMC systems. Neural networks 
control, fuzzy logic, and combination of neuro-fuzzy approaches have been integrated with sliding 
mode controllers and utilized in nonlinear, time-variant, and uncertain systems. Several 
researchers have developed an advanced and intelligent technique-based Sliding Mode Control 
(SMC) algorithm that effectively addresses systems with both structured and unstructured 
uncertainties. The integration of an observer with the SMC approach represents the latest 
advancement in sliding mode-based control systems. 

H-Infinity control (H∞) is a well-known robust control method to optimize worst-case 
performance by minimizing the H∞ norm and to ensure strong robustness against system 
uncertainties and external disturbances. H∞ control is highly effective in managing uncertainty 
and nonlinear systems, as it can significantly suppress perturbations and ensure stable system 
performance. While applicable for vibration suppression in flexible connecting roads, the design 
and implementation process are complex and computationally intensive [1]. H-infinity control for 
robotic manipulators has been widely utilized in industrial applications, providing a solid 
theoretical foundation that can be applied to cooperative robotics [39]. The H-infinity is utilized 
to ensure performance and stability in the presence of internal uncertainties and external 
disturbances in mixed-sensitivity method, including sensor noise, unmodeled dynamics, and 
actuator control weight limitations [41]. It seeks to reduce the closed-loop effects of disturbances 
by optimizing the H∞ norm of a particular transfer function.  

Advantages of the H∞ control are to provide a systematic approach to designing controllers 
that meet specific performance requirements, to ensure that the closed-loop system remains stable 
and performs well even in the presence of uncertainties and disturbances, and to allow for the 
design of controllers that can handle both structured and unstructured uncertainties. There are 
some disadvantages: complexity on computationally intensive, especially for high-order systems, 
conservatism on design process and on high-order controllers which may lead to large control 
effort requirements. 

The H∞-based formulation of the robust control problem is shown in Fig. 7. Where 𝑤 is the 
vector of all perturbation signals, 𝑧 is the cost signal containing all errors, 𝑣 is the vector 
containing the measurement variables, and 𝑢 is the vector of all control variables [1]. 

 
Fig. 7. H-infinity (H∞) control technique 

The generalized system as a 𝑃 has inputs, first one is an exogenous input 𝑤 includes reference 
signal and disturbances, second one is a manipulated variable 𝑢. The first output is an error signals 𝑧 which require to minimize. Second output is a measured variables 𝑣, which use to control the 
system. 𝑣 can be used in robust controllers as a 𝐾 to calculate the variables 𝑢. Note that all these 
are generally vectors, while 𝑃 and 𝐾 are matrices. In formulae, the system is: 
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ቂ𝑧𝑣ቃ = 𝑃(𝑠) ቂ𝑤𝑢ቃ = ൤𝑃ଵଵ(𝑠) 𝑃ଵଶ(𝑠)𝑃ଶଵ(𝑠) 𝑃ଶଶ(𝑠)൨ ቂ𝑤𝑢ቃ ,      𝑢 = 𝐾(𝑠)𝑣. (6)

There are fundamentally two methodologies for H∞ system control design: mixed sensitivity 
and loop shaping design [41]. H∞ algorithm optimizes the control input to achieve robust 
performance in the presence of uncertainties. Integrating H-infinity control with AI in robotics 
focuses on developing control systems that can handle uncertainties and disturbances in real-world 
robotic applications. This method merges the robustness of H-infinity control with the learning 
capabilities of AI, allowing robots to perform tasks consistently and effectively. 

Model Predictive Control (MPC) is based on a mathematical model for predicting the future 
system behavior and optimizing control commands. Model Predictive Control handles complex 
systems with constraints and disturbances effectively, but MPC requires an accurate system model 
and can be computationally demanding [4]. Model Predictive Control remains a critical control 
strategy in modern robotics, often hybridized with learning-based techniques for enhanced real-
time decision-making. MPC is the nonlinear control system for supporting the predicts future 
states and errors of the system [9, 34]. Unlike classical control methods (e.g., PID, LQR), MPC 
explicitly incorporates system constraints and handles multi-input, multi-output (MIMO) systems 
natively, making it advantageous for complex robotic applications. Despite MPC’s broad use, 
implementing it on high degree of freedom systems demands significant computational power, 
limiting its application on embedded platforms [44]. It encounters challenges when handling 
complex, nonlinear processes. These challenges include the requirement for precise models, 
difficulty in adapting to process changes, and optimizing control actions. 

MPC algorithm using a linear model has similar behavior. MPC algorithms can be used as 
models for predicting future behavior and optimize control inputs of the system: 𝑌 = 𝐴∆𝑢 + 𝑌଴, (7)

where 𝐴 is step response, 𝑌 is the predicted output, 𝑌଴ is past output, and 𝑢 is the control law. 
To compensate for the uncertainties of the model problem, an error term 𝐸௙ is added to the 

system output: 

𝑌 = 𝐴∆𝑢 + 𝑌଴ + ቎𝑦ଵ௣ െ 𝑦ଵ…𝑦௡௣ െ 𝑦௡቏ = 𝐴∆𝑢 + 𝑌଴ + 𝐸௙,   correction = 𝑦௡௣ െ 𝑦௡. (8)

The correction term represents the differences between the actual output and the model’s 
output. 

 
Fig. 8. Model predictive control technique 

In conclusion, model predictive control is an effective approach for robot motion planning in 
intricate environments and used to generate online motion. By integrating dynamic models, 
optimization algorithms, and rolling optimization techniques, MPC can create secure and efficient 
trajectories while responding to environmental changes in real time [34, 44, 46]. 

Machine Learning Based MPC combines traditional MPC with machine learning. It uses ML 
algorithms for accurate system modeling, behavior prediction, and control action optimization. 
Key components are data collection, model training, and control optimization. Combining 
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machine learning with MPC can greatly enhance control performance and efficiency. 

2.3. Intelligent control methods 

Classical and modern control theories face challenges with complex systems that don't fit 
accurate mathematical models. In the 1970s, Professor Fu Jingsun from Purdue university’s 
Electrical Engineering Department introduced intelligent control, combining artificial intelligence 
and automatic control into a new field [1]. Nowadays we can separate the robot system into 2 
parts, the first is controlling robot system, and the second is intelligent system for robotics. Robot 
intelligence is based on intelligent control and involves understanding and identifying the external 
environment, which includes areas such as computer vision, voice processing, and natural 
language processing [5]. The intelligent control system's primary limitation was input point errors 
[17]. 

Table 3. Comparison of intelligent control methods in robotics 
Types, 

references Definition Key 
features Advantages Limitations Robotics 

applications 
Fuzzy logic 

control  
[1], [2], [5], 

[9], [11], 
[16], [49]-
[53], [62] 

This method 
uses fuzzy 

logic to 
handle 

uncertainties 
and 

nonlinearities 
in the system 

Robustness: 
Average. 
Stability: 
Average. 

Complexity: 
High. 

– No Need for an 
Accurate Mathematical 
Model. 
– Works Well with Noisy 
or Incomplete Data. 
– Highly Flexible and 
Intuitive. 
– Adaptive to nonlinear 
and multivariable 
systems 
– Performs well in 
complex, uncertain 
environments.  

– More complex 
fuzzy systems. 
– Less Effective for 
Highly Dynamic 
Systems. 
– Slow processing 
speed and low 
accuracy. 
– requires much 
time for tuning 
parameters. 
– Challenging to 
debug and optimize 

Mobile robot 
navigation 

Neural 
Network 
Control  

[1], [2], [5], 
[7], [9], 

[11], [16], 
[49], [62] 

This method 
uses neural 
networks to 

learn and 
optimize 

control inputs 

Robustness: 
Average. 
Stability: 

Low. 
Complexity: 

High. 

– Handles Nonlinearity 
and Uncertainty. 
– Refine control policies 
dynamically through 
experience. 
– Enables Learning from 
Data. 
– Identification of 
nonlinear systems. 

– Requires large 
datasets for training 
and substantial 
computational 
resources for online 
learning. 
– Poor system 
stability. 

Mobile robot 
path planning 

and 
navigation 

Machine 
Learning 
Control 

[11], [56]-
[60] 

This method 
uses machine 

learning 
techniques to 

improve 
control 

performance 

Robustness: 
Average. 
Stability: 
Average. 

Complexity: 
High. 

– Adaptability. 
– Improved Optimization 
& Performance. 
– Learning from 
Experience. 
– Hybrid Integration 
Potential. 

– Lack of Formal 
Stability 
Guarantees. 
– Computational 
Complexity. 
– Requires large 
datasets or 
intensive 
simulations to train 
neural controllers. 

Safety-
Critical 

Robotics, 
Human-
Robot 

Interaction, 
Autonomous 

vehicles, 
Space 

Robotics. 

Intelligent control in robotics uses AI techniques such as machine learning, neural networks, 
and fuzzy logic to help robots make decisions and adapt to complex environments, improving 
their autonomy and performance, while the system learns from past experience for improving the 
system performance [48]. Intelligent control methods solve the stability of the system, controller 
tuning, identification and optimization problems, and problems of iterative learning. In Table 3, 
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the key features of intelligent control methods, their advantages, limitations and robotic 
applications including the examples are shown. 

Future research for intelligent control methods aims to address the concept known as 
“learning-to-learn”, where the agent selects the learning strategy and adjusts its meta-parameters 
[48]. Additionally, advanced robotics is rapidly increasing based on advanced intelligent control. 
The trends include the use of intelligent control methods, multi-sensor fusion, and technologies 
like computer vision, VR & AR, remote control, adaptive sensor networks, human-robot 
interaction, and machine-to-machine interfaces [50]. 

Fuzzy logic control is an intelligent control method, that consists of fuzzy set theory, linguistic 
variables, and logic reasoning, applying fuzzy mathematics and theoretical control to actual 
controllers [1]. Fuzzy set theory, developed by Lotfi Zadeh in the 1960s, has been increasingly 
used for control applications in recent years. The fundamental principle of fuzzy logic, as opposed 
to Boolean logic, is its capability to handle computation with varying degrees of truth. From a 
theoretical perspective, it is possible to identify a nonlinear controller and model using a fuzzy 
rule base of logic, which serves as a “universal approximation”. Numerical samples, human expert 
data, and specific inputs/outputs data are sources that provide relevant system information for each 
device [49, 51]. 

Fuzzy control algorithms are capable of handling non-linear systems and do not require precise 
mathematical modelling. This algorithm uses fuzzy logic to handle uncertainties and nonlinearities 
in the system. Widely used in flexible robots, which often must deal with complex working 
environments and uncertainty, fuzzy control handles these variables and enhances the flexibility 
and adaptability of robot operation. Fuzzy control is used for robot path planning and obstacle 
avoidance in uncertain environments. By means of fuzzy rules, the robot can autonomously judge 
variables such as distance and speed, make appropriate decisions, and improve the intelligence 
and robustness of navigation [1], [16]. 

The FLC can be used in the non-linear system to support the robust controller for the uncertain, 
MIMO, and time-variant system model. The control system features fast response, short transient 
process, high precision, and good robustness [5]. A notable aspect of the fuzzy controller is its 
ability to implement expert knowledge linguistically and imitate human reasoning to manage 
complex systems [9]. 

 
Fig. 9. Fuzzy logic control technique 

The fuzzy logic controller consists of four components: rule base, inference mechanism, 
fuzzification: determine inputs and outputs, converts the crisp inputs to fuzzy inputs; and 
defuzzification: transform fuzzy set to crisp set (Fig. 9). The center of gravity of the fuzzy set and 
output can be represented as: 

𝑌y = 𝜇஻(𝑦)𝑑𝑦׬𝑦𝜇஻(𝑦)𝑑𝑦׬ , (9)

where 𝜇஻(𝑦) is the output membership function. 
Fuzzy control rules are defined as follows: 
1. If 𝑈෩ = 𝑈ଵ then 𝑡 = 𝑇ଵ, 
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 ⋮ 𝑘. If 𝑈෩ = 𝑈௞ then 𝑡 = 𝑇௞, 
where 𝑈ଵ = (𝑈ଵଵ …𝑈ଵ௜)ோ, 𝑇ଵ = (𝑇ଵଵ …𝑇ଵ௜)ோ, 𝑞 = (1, … ,𝑝) is the linguistic value (fuzzy subset) 
vector corresponding to the language variable. The controller 𝑛-dimensional input vector is  𝑢 = (𝑢ଵ,𝑢ଶ, …𝑢௞)ோ. The control vector is t= (𝑡ଵ, 𝑡ଶ, … 𝑡௞)ோ. 𝑢෤  is the fuzzy variable corresponding 
to 𝑢. 

FLC is used in industry, medicine and others relevant areas. The main limitation of this method 
is not ensuring the stability and acceptable performance of the system, but through integration 
with sliding mode controllers improves to reduce issues like chattering and to enhance system 
stability, which is a main challenge of FLCs. 

Neural Network Control (NNC) is the intelligent control method inspired by the mammalian 
brain, which handles complex tasks like face recognition, body motion planning, and muscle 
activity control through billions of interconnected neurons. Throughout the 1940s, researchers 
focused on replicating the processes of the human brain and developed basic neuron software and 
device neurons. In the 1950s to 1960s, scientists created the first artificial neural network, which 
incorporated biological and surgical representations generated by McCulloch Pitts and other 
scientists [49, 54]. Key components of an NNC include the learning rule, activation function, 
neuron model, network architecture and training algorithm [11]. 

Neural network control utilizes artificial neural networks to model, approximate, or optimize 
control laws for robotic systems [1]. This approach has been extensively applied in the 
identification of nonlinear systems [5]. A neural network has a parallel structure that enables 
high-speed computation, fault tolerance, and real-time applications in robot manipulator control 
[7]. 

In robotics system, NNC is used mainly in controlling the robot system and identification. In 
this area, NNC is very effective on robot manipulators have uncertainty in dynamic part [1]. 

The design of NNC control is classified two stages: identification and design of controlling. 
Initially, the objective of system identification is to create a neural network model of the process 
that is regulated. Subsequently, this NNC model is employed to train the networks that are 
responsible for the system's control [16]. 

The output of the neural network can be represented as: 

𝑦 = 𝑓 ൭෍𝑤௜𝑥௜ + 𝑏௡
௜ୀଵ ൱, (10)

where 𝑦 is the output, 𝑓 is the activation function, 𝑤௜ is the weight matrix, 𝑥௜ is the input vector, 
and 𝑏 is the bias term. This algorithm uses neural networks to learn and optimize control inputs. 

 
Fig. 10. Neural network control technique 
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NNC model has three layers: input, hidden, and output (Fig. 10). Combining neural networks 
with other control methods, like fuzzy logic or traditional controllers like PID, enhances system 
performance and adapts to dynamic conditions. This hybrid approach leverages the strengths of 
each method, for example, combining the approximation capabilities of neural networks with the 
rule-based representation of fuzzy logic. Neural networks can also be used in conjunction with 
methods like MPC or SMC to improve robustness and accuracy, especially in complex systems 
with uncertainties [75]. 

Machine learning (ML) control is a creative adaptive system that learns from previous data 
and adjust to dynamic changes [11]. Machine learning control provides adaptability, self-learning 
abilities, and model-free execution, but it is constrained by high computational costs, lack of 
stability guarantees, and data inefficiencies. It is most effective in autonomous, nonlinear, and 
high-dimensional robotic tasks where conventional control struggles. Hybrid frameworks 
combining ML with traditional controllers help bridge reliability gaps, making ML-enhanced 
control a growing area of research. 

Intelligent control offers robot manipulator controller designers an option. Due to uncertainty, 
real application sectors demand intelligent control strategies above traditional techniques [16]. 
ML control is a main part of intelligent control and aims to solve optimal control problems using 
machine learning methods. In machine learning control, a model is trained on a dataset to learn 
patterns. It is then tested on a separate test set to evaluate its performance and avoid overfitting. 
Feature engineering involves refining raw data into useful features to enhance model performance. 
In robotics, features include sensor readings and environmental parameters for accurate 
predictions. Model quality is assessed using performance metrics; classification tasks use 
accuracy, precision, recall, and score. 

Combining machine learning with control systems advances autonomous robotics by enabling 
adaptation to dynamic and uncertain environments. Traditional control methods, relying on 
predefined models, work well in predictable settings but struggle in complex scenarios. Machine 
learning can learn from experience and data, enhancing robot decision-making and adaptability. 
This integration improves performance over time, handles uncertainties in sensor data, control 
parameters, and environment dynamics better than traditional methods. 

 
Fig. 11. Machine learning control technique 

Machine learning improves robotic technologies and creates new opportunities across 
industries. Its adaptability, efficiency, and decision-making enhance robotic systems. Future 
research should refine these models for real-time use and address ethical issues to align advanced 
robotics with societal and industry needs [58]. In Fig. 12, the main algorithms of machine learning 
methods are shown and explained based on references: [56], [59], [60], and [65]. 

In general, Artificial Intelligent is the main elements of advanced robotics and to serve the 
development of following technologies for robotics: Object Recognition, Motion Planning, 
Control, Localization and Object Detection [61]. There is several programming languages utilized 
in robotics, including Python, C++, MATLAB, and ROS (Robot Operating System). These 
languages offer various libraries and tools that facilitate the integration of control strategies into 
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robotic systems. 

 
Fig. 12. Types of machine learning control algorithms in robotics 

3. Classification of control strategies 

3.1. Linear, nonlinear and learning based controllers 

In control strategies of robotics, the controllers are the main elements that is a device or 
algorithm for maintaining a process variable at a desired setpoint, even in the presence of 
disturbances or changes in the system. Controllers are classified into linear, nonlinear, and 
learning-based (Table 4). 

Table 4. Types of controllers in robotics 
Controller type Stability Robustness Implementation complexity 

Linear controllers 
[9], [11], [62] 

High stability at 
nominal state 

Low robustness except for 
H∞ 

Less complex for 
implementation 

Nonlinear 
controllers 

[9], [11], [63] 

Maintain system 
stability at nominal 

state 

Good robust stability and 
acceptable performance 

More complex but often 
perform better 

Learning-based 
controllers 

[14], [64-65] 

Low stability under 
nominal conditions 

Highly efficient in robust 
performance More complex 

The LQR, PID and H∞ control methods are linear control techniques. Linear controllers are 
popular for experimental work due to their ease of implementation. Linear control methods are 
well-suited for systems that can be accurately represented by linear equations, making them easier 
to analyze and design. In robotics, linear control is often used for tasks such as trajectory tracking, 
position control, and stabilizing robot movements. Advantages of the linear control are simple to 
design and implement, making them suitable for various robotic applications, provide stable and 
predictable performance under certain conditions, and to be robust to certain types of disturbances 
and uncertainties. Limitations of linear control are linearity assumption, nonlinearities and 
disturbances. 

Nonlinear control techniques often used are model predictive control, sliding mode, and 
adaptive controllers. Sliding mode control (SMC) is commonly used to manage various nonlinear 
systems. This method employs the switching and discontinuous nature of the control signal to 
modify the dynamics of the nonlinear system being managed [62]. Adaptive controllers are the 
most advanced nonlinear control schemes, aimed at estimating uncertain parameters and tuning 
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the controller in real-time to adjust to dynamic variations in system parameters or environment 
[63]. 

Nonlinear control techniques offer advantages like handling complex system dynamics and 
achieving high performance without linearization, but also present limitations such as increased 
complexity and potential for instability. 

Learning based control is developed in the mid-20th century in optimization theory, optimal 
control, and dynamic programming [64]. Learning-based controllers do not need precise dynamic 
models but rely on trials and flight data, including fuzzy logic, neural networks, and machine 
learning control [9]. The complexities, robustness and stability of robot control are important 
considerations. Both linear and nonlinear controllers can maintain system stability at the nominal 
state and ensure system performance. On the other hand, learning based controllers: fuzzy logic 
and neural networks cannot always guarantee stability, but can achieve high maneuvering 
performance. Linear controllers generally do not ensure system robustness except for H∞. MPC 
and adaptive controllers can ensure robustness and acceptable maneuvering performance among 
nonlinear controllers. Others provide robustness only in performance. Fuzzy and neural networks 
are inefficient in ensuring robustness for system maneuvering performance. In contrast, nonlinear 
and learning based controllers are more complex but often perform better [9], [11]. Nonlinear and 
learning based controllers are complex to design and implement, but they outperform linear 
controllers. 

Learning based control techniques offer advantages such as adaptability to complex, dynamic 
environments and reduced reliance on precise system models, but also face limitations including 
high computational cost, potential instability, and the need for extensive training data. 

3.2. Model-based and model-free approaches 

In robotics, “model-based” and “model-free” describe two approaches to control strategies. 
Model-based methods use a learned or known model of the robot and environment to guide 
actions. Model-free methods learn directly from interactions without an explicit model. 

Model-free control assumes that all joints are independent, resulting in individual controllers 
for each joint. Model-free methods do not require precise system models. These techniques use 
empirical data and learning algorithms to adjust to the robot's behavior in real-time. Examples of 
model-free control strategies include reinforcement learning, fuzzy logic control, and neural fuzzy 
control. These methods can address uncertainties but are computationally demanding and may 
need extensive training and tuning [66]. 

The model-based segment primarily compensates for the nonlinear systems and dynamics of 
the robotic system [14]. Model-based control approaches demand exact robot dynamics; hence 
controller effectiveness depends on robot mathematical model accuracy [18]. Model-based control 
involves designing controllers based on mathematical models that represent the robot’s dynamics 
and interactions with the environment. These models help predict the future state of the robot and 
allow for the computation of control actions that drive the robot its desired trajectory. Techniques 
such as LQR or MPC are often employed in this domain. While highly effective in structured and 
known environments, model-based control can struggle in dynamic and unpredictable settings, 
where real-time adjustments are critical. 

Model-based methods are predictable and stable, whereas model-free methods are adaptable 
in uncertain environments. In general, admittance and impedance approaches of control system 
are totally suitable for model-based control methods [67]. 

In Table 5, the comparison of those approaches based on the model, adaptability, and 
complexity are indicated. 

Model-free control differs from model-based control by not relying heavily on an accurate 
system model. This approach is useful when obtaining a precise model is difficult. In practical 
applications, model-based methods often suit simulation environments only. To overcome this 
limitation, model-free control was introduced, eliminating the need for model development and 
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avoiding model uncertainties [67]. 

Table 5. Comparison table of model-free and model-based 
Type Model Adaptability Complexity 

Model-
free Does not use a model Can be more adaptable to 

changes in the environment 
Can be simpler to 

implement 
Model-
based 

Uses a model of robot and 
environment 

May be less adaptable to changes 
in the environment 

Can be more complex 
to implement 

3.3. Centralized, decentralized and modal control  

Typically, control strategies consist of centralized, decentralized and modal control types [26]. 
The centralized control is suitable for the dynamic model, and the multiple-input and 
multiple-output system, and all decisions and managements of system are controlled by one 
controller. 

The transformation of MIMO into SISO based on inverse kinematics and dynamics model are 
the main elements of the decentralized control. In this type, each sub-system is controlled 
independently [26]. In a decentralized control system, multiple controllers make decisions 
independently, based on local information and interactions. 

The modal control strategy, pioneered by Balas in the 1970s, offers robust stability for 
addressing unmodeled vibration modes. Modal control focuses on manipulating the system’s 
modes (eigenvalues) to achieve desired control objectives. The decoupling method is appropriate 
for the modal control strategy, which uses modal coordinates to reduce the vibrations of various 
primary modals [26].  

 
Fig. 13. Types of control strategies depending on the controller’s decision-making level 

4. Performance metrics of control strategies 

Key performance metrics of the control strategies include stability, which ensures the system 
remains in a desired state, robustness, which measures the system's ability to maintain 
performance despite uncertainties, and complexity, which assesses the ease of implementation and 
resource requirements. In robotics, stability refers to a robot’s ability to maintain its intended state 
or balance, robustness describes its capacity to function correctly despite uncertainties or 
disturbances, and complexity relates to the intricate nature of the robot’s design, algorithms, and 
tasks. 

Robustness in robotics control refers to a control system's ability to maintain performance and 
stability even when faced with uncertainties, disturbances, and variations in the robot's 
environment or its own dynamics. It ensures the robot can continue functioning reliably despite 
these challenges. 

Complexity in robotic control stems from the need to manage numerous interacting 
subsystems, including robot components, human interaction, and environmental interactions. This 
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complexity manifests in characteristics like adaptation, self-organization, emergence, and the 
interaction of independent systems. To effectively control robots, systems must incorporate 
sensors, controllers, and actuators. Control methods like feedback control, which relies on 
continuous sensor feedback to adjust actuator movements, are crucial for maintaining accuracy 
and meeting performance targets, particularly in complex tasks [68]. 

In Table 6, the main concepts of the key performance metrics of control strategies for robotics 
are explained. 

Table 6. Key performance metrics of control strategies 
Concepts Stability Robustness Complexity 

Definition 

Stability in robotics means 
a robot's ability to maintain 
its equilibrium and perform 
tasks without uncontrolled 
movements or oscillations 

Robustness in robotics 
refers to a robot's ability to 

continue operating correctly 
even when faced with 

unexpected inputs, 
environmental changes, or 

sensor errors 

Complexity in robotics refers to the 
intricacy of a robot's design, 
algorithms, and the tasks it 

performs 

Types 

1. Static stability: The 
ability to maintain balance 

while stationary 
2. Dynamic stability: The 
ability to maintain balance 
and control while moving 
or performing tasks in a 
dynamic environment. 

– 

1. Hardware: Complex robots may 
have many sensors, actuators, and 

control systems 
2. Software: Complex robots may 

require sophisticated algorithms for 
perception, planning, and control 
3. Tasks: Complex robots may be 

tasked with performing intricate or 
unpredictable operations 

Importance 

Stability is crucial for 
robots to perform tasks 

reliably and safely, 
especially in dynamic or 

unpredictable environments 

Robustness is essential for 
robots to function reliably in 
real-world scenarios where 

conditions are often 
unpredictable 

Complexity is essential in design, 
development, and maintenance 

5. Comparison of control methods and Hybridization 

Comparison of control methods entails systematically evaluating various control approaches 
to ascertain their strengths, weaknesses, and suitability for specific applications. This analysis 
facilitates the selection of the most effective control strategy by considering factors such as 
performance, complexity, and robustness. 

PID control struggles with uncertainty and lacks robustness against interference [1]. While 
useful in some contexts, its application to robotic manipulators is limited by the inability to handle 
complex dynamics and varying conditions [2]. PID control, a linear algorithm, has a simple 
structure and low cost but requires parameter adjustments for different operating points. It assumes 
static system behavior; thus, control parameters fail when the system changes or if it is nonlinear 
without prior linearization. Consequently, PID control’s precision is inadequate for surgical robots 
dealing with nonlinear, time-delayed, or highly variable systems [23]. 

LQR requires a linear model to achieve an adequately controlled system, and it can manage 
multiple inputs and outputs simultaneously, unlike the PID controller. One disadvantage of LQR 
compared to PID is that it often results in steady-state error due to the absence of an integral 
component [9]. LQR is generally considered more robust than PID, especially when dealing with 
system uncertainties or disturbances. Comparatively, Model Predictive Control (MPC) offers 
advantages in handling non-linear systems and constraints by predicting future system behavior, 
potentially leading to better performance in some cases. Fuzzy logic controllers can also be used 
as an alternative to LQR, particularly in complex systems where traditional control methods may 
struggle [69]. 
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Adaptive control performs better in terms of robustness and stability in changing 
environments, while sliding mode control is more robust to system uncertainty and has good 
stability in theory but produces jitter in practical applications thus affecting stability [1]. 

SMC is a nonlinear algorithm known for its robustness, enabling stable reach to the sliding 
surface as long as the system’s trajectory trend remains unchanged. However, it causes chattering, 
unlike PID and MPC [23]. SMC offers stability and robust performance in uncertain systems 
where PID fails [38], efficiently managing these systems and outperforming other techniques like 
H∞ and PID controllers [34]. 

MPC is a nonlinear control algorithm. Unlike PID control, MPC accounts for various 
constraints on spatial state variables, whereas PID only handles input and output constraints [23]. 

PID, adaptive, and fuzzy controllers are common in industry. Adaptive control adjusts the 
controller's structure and parameters based on changes in the control object or disturbances. PID 
controllers remain efficient and are now tuned using machine learning [48]. 

Hybrid control algorithms (Table 7) have emerged by combining the advantages of various 
methods and realizing the complementarity of their strengths and weaknesses. In the future, the 
application of robots is becoming more and more widespread, and the environmental factors they 
face are more variable and unknown, and hybrid control algorithms is widely used in robotic 
control system [1]. 

Table 7. Examples of hybrid control methods 
Hybrid control 

methods Description Advantages References 

PID plus SMC Model-free control approach Better tracking performance than 
PID, comparable to standard SMC [20] 

PID with MPC Enhances accuracy in 
multivariable systems Improves control accuracy [20] 

Adaptive PID 
control 

Optimize system responses in 
real-time 

Improves robustness, adaptability, 
and resistance to disturbances [34] 

Fuzzy PID 
control 

Improves electrohydraulic 
position servo system 

Enhances position tracking, 
suppresses external disturbances [22] 

PID with neural 
networks 

Adapts to complex, nonlinear 
systems Improves control accuracy [22] 

SMC with fuzzy 
neural network 

Improves apple-harvesting 
manipulator's performance 

Reduces sliding mode chattering, 
enhances control [37] 

6. Future directions and open challenges in robotics control strategies 

Robotics control will advance with greater autonomy, human-robot collaboration, and 
enhanced learning focusing on enabling robots to learn, adapt, and collaborate more effectively 
with humans, moving beyond simple automation towards more dynamic and intelligent systems. 
Developing adaptable robots involves resilient designs and learning-based control methods. 
Modular design and “plug and play” functionality will gain importance, alongside optimizing 
performance to reduce thermal and fatigue loads. 

 
Fig. 14. Future directions of robot control 

The “Adaptability and Learning” in Fig. 14 as a main direction is formed based on control 
methods. In this direction, the main activities can learn from experience and adapt to changing 
environments in real-time, moving beyond pre-programmed tasks and learning optimal control 
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policies based on feedback and observation for optimizing robot performance in dynamic and 
uncertain environments [70-74]. 

There are some issues on increasing the advantages of robotics control strategies as follows: 
1) Integrating intelligence control with nonlinear control can enhance robotic adaptability. 
2) New and improved sensors and actuators will necessitate the development of new control 

principles to utilize their capabilities effectively. 
The issue of integrating AI with nonlinear control is the most suitable way for the future. 

AI-based robotic systems are a major focus due to their flexibility and advanced understanding of 
complex manufacturing processes, which enhance competitiveness [71]. AI integration into 
control systems is difficult. Numerous AI algorithms are computationally demanding, requiring 
substantial resources for training and real-time operation, which might restrict processing capacity 
for fast decision-making. Safety and reliability remain major concerns. AI may improve control 
performance, but important applications must be safe and adaptive. An AI system must be 
thoroughly evaluated and validated to handle unexpected situations and function securely [20]. 

Challenges include cost, reliability, safety, creating adaptable robots for dynamic 
environments, ensuring data security and privacy, and addressing ethical concerns in robot 
deployment. Additionally, integrating robots into existing systems, ensuring security and 
reliability, and addressing regulatory compliance are also major hurdles. 

7. Conclusions 

Robots have seen significant testing and development recently. Researchers continue to 
experiment with new designs, configurations, and control strategies for various applications. 
Robots will keep improving in safety, speed, size, strength, and intelligence [2]. Innovative 
solutions and new technologies are being developed on robots, mainly for use in academia, 
research, medicine, and industry. Overall, about 80 % of robots are for industrial purposes, while 
5 % are for medical purposes. 

Currently, a single type of robot control does not lead to good results. Hybrid control forms, 
through the integration of two or more control methods, provide an effective solution to such 
problems. In addition, the integration of artificial intelligence elements into hybrid control ensures 
that the control is perfect, effective, and most importantly, low-cost. Especially in the medical 
field, the need for these perfect control forms is very great. 

In summary, the main challenges in robot control systems are achieving real-time control, 
singularity avoidance, adaptive control, human-robot interaction and incorporating advanced 
technologies such as Machine Learning and Artificial Intelligence. Future research in the field of 
robot control systems is likely to focus on addressing these challenges and incorporating advanced 
technologies to improve the performance, adaptability, and autonomy of the control systems [4]. 

In the future, the requirement to create a new environment of modern and perfect control will 
be how to separate the control function of hybrid and new type control, how to choose the control 
algorithms suitable for each link, how to switch between different algorithms, how to evaluate the 
stability, robustness and complexity of hybrid and new control methods. Our next scientific 
activity is the introduction and development of a new type of medical robot [35] based on machine 
learning control methods. 
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